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a b s t r a c t

We briefly outline the Charge Optimized Many Body (COMB) potential formalism, which enables the
molecular dynamics simulation of complex materials structures in which multiple types of bonding
(metallic, covalent, ionic and secondary bonding) coexist. We illustrate its capabilities to address critical
issues in the area of nuclear fuel. In particular, we look at U, UO2 and the process of oxidation of U.
Further, we characterize the mechanical behavior of Zr, representing LWR clad, and explore the effects
of oxidation and hydridation on the mechanical response and briefly illustrate the capabilities of
COMB simulations of corrosion. Finally, we briefly assess the materials fidelity of the COMB approach
by examining the COMB description for the Zr-H system.

� 2018 Published by Elsevier B.V.
1. Introduction

Nuclear fuel is exposed to an aggressive physical, chemical and
radiative environment both in operation and in post-use storage.
The composition, atomic-level structure and microstructure of
both the fuel pellet itself, UO2 in commercial Light Water Reactors
(LWRs), and the clad, usually a Zr alloy, continuously evolve at all
length scales from the atomic to the macroscale. All of these
changes have significant effects on fuel performance. Current fuel
performance codes conflate all of the chemical, physical and
microstructural phenomena into a single variable: the burn-up.
While these codes, such as FRAPCON [1], have proven very success-
ful in predicting the performance of the UO2 fuel system, they do
have significant limitations. First, their materials models are based
on correlations in experimental data; they therefore work well
within the domain of performance conditions to which they were
fit. However, they are less successful in more extreme conditions.
Second, the extensive experimental datasets acquired over decades
for UO2 are not available for other fuel systems. The development
of such experimental databases for candidate fuel systems is a sig-
nificant challenge. There is thus a considerable effort to deconvo-
lute burn-up into its constitutive chemical, physical and
microstructural processes, which can then be modeled at the
appropriate length scales, thereby enabling the development of
more flexible fuel-performance codes. In the United States, the
MOOSE-BISON-MARMOT suite of codes are the focus of such devel-
opment [2].

The atomic-level information for such multiscale fuel perfor-
mance codes comes from electronic-structure level calculations,
typically at the level of density functional theory (DFT), and ato-
mistic methods, most importantly molecular-dynamics (MD) sim-
ulation. While DFT generally offers higher materials fidelity, it is
limited to small system sizes, almost always less than 1000 atoms.
MD is uniquely able to probe nuclear materials with atomic scale
resolution and to determine their evolutions over (short) time,
including the effects of temperature, stress and radiation. In MD,
atoms are generally treated as indivisible, structureless objects,
interacting with each other through empirical potentials which
describe the interatomic forces between atoms. These potentials
do not explicitly describe the electrons; rather, they attempt to
incorporate all of the complex effects of the interacting electrons
in the form of a functional form and/or numerical tables. Because
they do not describe the electrons explicitly, simulations using
empirical potentials are orders of magnitude faster than their
DFT counterparts.
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There are well-known and very successful interatomic descrip-
tions for the description of various classes of materials: embedded
atom methods (EAM) and modified embedded atom method
(MEAM) potentials for metals; bond order and many-body poten-
tials for covalent materials; Coulomb potentials plus empirical
short ranged potentials, such as Buckingham potentials, for ionic
systems. However, it is only in the last few years that methods
have been developed that allow the description of systems in
which different types of bonding co-exist [3]. Such systems are
endemic in nuclear materials. For example, oxide fuel can develop
metallic fission product clusters; the oxide fuel and fission prod-
ucts can react chemically with the clad. Moreover, the clad is sub-
ject to oxidation and hydriding in the aggressive reactor
environment.

In this paper, we discuss briefly the Charge Optimized Many
Body (COMB) formalism, which is one particular type of inter-
atomic potential capable of describing the different types of bond-
ing in an integrated manner. We illustrate the capabilities of COMB
for attacking various problems of interest in the area of nuclear
fuels. The coverage of each area is perforce brief. The interested
reader will be guided to the original papers throughout. While this
review focuses on the COMB approach, it is important to note that
there is a very extensive literature on the simulation of fuel sys-
tems, most particularly UO2 using atomistic techniques.

The rest of this review is organized as follows. In Section 2, we
briefly introduce the COMB formalism and identify the systems,
both nuclear and non-nuclear, that have already been parameter-
ized. In Section 3, we look at U, UO2 and the process of oxidation
of U. In Section 4, we look at the mechanical behavior of Zr, repre-
senting LWR clad, and explore the effects of oxidation and hydrida-
tion on the mechanical response. In Section 5, we describe the
capabilities of COMB simulations of corrosion. Since there has been
relatively little work done in this area, we also describe some work
performed on non-nuclear materials, which illustrate the capabili-
ties of COMB. Section 6 briefly describes some of the known limi-
tations of the COMB approach. Section 7 contains our conclusions
and identifies future research directions.
2. COMB formalism

Metallic bonding is characterized by the near uniform back-
ground of electrons shared among all of the atoms. By contrast,
covalent bonding involves the sharing of electrons between two
atoms, while ionic bonding involves the transfer of electrons from
one atom to another. DFT methods show these differences clearly.
While classical empirical potentials used in MD simulations do not
explicitly describe the electrons, they do include surrogate quanti-
ties that account for the effects of electrons on bonding. For exam-
ples, the central concept of the EAM approach is a density function
which, while determined from the positions of neighboring atoms,
purports to describe the local density of the background electrons.
Potentials typically capture covalency through a bond-order term,
which modulates the strength of a bond between two atoms based
on the number and nearness of their neighbors. Interestingly, it has
been shown that there is a fundamental equivalence between the
EAM approach and the bond-order approach [4]. Similarly, in
descriptions of ionic materials, the effects of electron transfer
between atoms are captured by the charges on the ions, which
interact with each other through Coulombic interactions.

The COMB potential approach combines the ideas of bond order
(aka electron density) and variable ionic charge to produce a flex-
ible interatomic description of all three types of bonding [5–7].
Specifically, the charge on each atom is not fixed in COMB, but
changes according to its local environment; for example, a Si atom
in bulk silicon is charge neutral, while a Si atom in SiO2 is positively
charged. Moreover, the charge is not imposed on an atom but is
determined autonomously on the fly during the simulation and
changes as the local structural and chemical environment changes.
While this paper focuses on the COMB potential, it shares many
common features with the ReaxFF [8] approach [6,7].

COMB is straightforward in concept, in that it combines a bond-
order approach with a charge equilibration methodology, which
enables the charge on an atom to adjust autonomously, and in a
self-consistent manner. In schematic form, the total energy func-
tion describing the COMB potential, ECOMB, can be written as

ECOMB ¼ Eself þ ECoul þ Epolar þ EvdW þ Ebond þ Eother ð1Þ
Here Eself is the energy associated with the ionization of an atom,
ECoul is the Coulombic interaction between ions, Epolar is the dipole
and higher order electrostatic interactions, EvdW is the van de Waals
interactions, Ebond is the bond-order energy and Eother is used to
describe very specific bond angle configurations. Each of these
terms is written as a functional form depending on the charges q
= {q1, q2, . . ., qN} of the N atoms/ions in the system their positions
r = {r1, r2, . . ., rN}. The full details of the COMB formalism are dis-
cussed in detail elsewhere [6]. Here we just highlight the key points
that enable the description of all bonding types in a single
formalism.

The key term involved in the self-consistent charge equilibra-
tion is the self-energy, which can be written as:

Eself ¼
XN

i¼1

viqi þ 1=2 Jiq
2
i

Here vi is the electronegativity of species i and Ji is the chemical
hardness; higher order terms can also be included. The self-
energy term imposes a relative difference in energy cost for various
charge states of a particular element. For example, we would expect
oxygen to have zero charge in a covalent system and be negatively
charged in an oxide, while a metallic atom such as Cu would be neu-
tral in the metal and positively charged in an oxide. This is captured
in the very different values of v and J for O and Cu. The most impor-
tant charge dependent terms are the Coulombic interactions and
the bond order terms. The interested reader is referred to more
detailed discussions [6].

The charge and position of each atom can be determined using a
charge equilibration (Qeq) method [9] within an extended Lagran-
gian formalism:

L ¼
XN

i¼1

1
2
mi _r2i þ

XN

i¼1

1
2
MQ _q2

i � ECOMB � kL
XN

i¼1

qi: ð2Þ

In Eq. (2), the first term is the kinetic energy associated with the
physical movement of the ions, where mi is the atomic mass of spe-
cies i. The second term is the kinetic energy of the charges with a
fictitious charge mass (MQ), and kL is an undetermined multiplier
that forces the charge in the system to be conserved. The incorpora-
tion of a fictitious charge mass is equivalent to the inclusion of a
piston mass in the Andersen and Car-Parrinello barostats: it is an
inertia and simply sets the timescale over which the charge of the
system can adjust to equilibrium.

The Lagrangian can be analyzed in the usual manner to deter-
mine the equations of motion (EOMs) for the charge and the posi-
tion of each atom. The EOM for the position is the standard
Newtonian equation for the evolution of atomic positions. The
EOM for the charge shows how the charge evolves in a coupled
manner with the evolution of the atomic positions.

Although it is structurally quite simple, the current, third-
generation COMB implementation, COMB3, has a large number of
terms, required to describe various physical and chemical phenom-
ena. As a result, it has a large number of parameters, many tens for



Table 1
COMB3 potential parameterizations.

CuAZnO [17,18]
CAOAHACu [19,20]
UAO2AUO2 [21–23]
TiATiO2ATiN [24,25]
TiATiC [26]
ZrAZrO2AZrHx [27–29]
NiAAl [30,31]
CuAH2O [32]
AlAAl2O3AAlN [33,34]
Pt [35]
Au [35]
NACAOAH [36]
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a binary system. The parameterization of these potentials is there-
fore a time-consuming and difficult process. Advances in parame-
terization methods have been made, but further progress is greatly
needed. All of the COMB3 parameterizations are consistent such
that they can, at least in principle, be used together. However,
not all of the cross terms have yet been determined. Table 1 gives
a list of the systems for which COMB3 parameterizations have
been developed. COMB3 is distributed in LAMMPS.

There are also potentials in the first (COMB1) and second-
generation (COMB2) formalisms for Si-SiO2 [10–12]; Cu–SiO2

[13,14]; Cu-Cu2O [15] and Hf-HfO2 [16]. These are however now
obsolete.

The complexity of the COMB formalism and the multiple charge
equilibration steps at each MD step results in it being computa-
tionally expense: when full charge equilibration is included, about
100 times more expensive than EAM. This is very similar to the
speed of ReaxFF.

In the next sections, we illustrate how MD with COMB poten-
tials enables us to address a number of important questions rele-
vant to nuclear materials.

3. Application of COMB to U and UO2

UO2 fuel in Zr alloy clad is the fuel system in all commercial
reactors in the US and widely used elsewhere in Light Water Reac-
tors (LWRs). There has also long been interest in U alloys as a
metallic fuel.

3.1. Uranium

Under ambient conditions U has an orthorhombic structure,
unique among the elements. Until quite recently, there were no
classical interatomic potentials available for U metal at all. This
changed in 2012, with the publication of four potentials in a short
period of time. Two of these potentials are conventional EAM
potentials [37,38], one uses a newly developed long-range (LR)
potential formalism [39], the fourth was a COMB3 potential [21].
A MEAM potential has also been developed [40]. A second
higher-fidelity COMB3 potential has been developed more recently
[23]. Fig. 1 shows the deviation from experimental values of the
cohesive energy, various structural parameters and elastic proper-
ties predicted by these U potentials and by DFT at the level of the
Generalized Gradient Approximation (GGA). The structural param-
eters, including y, which characterizes the internal atomic coordi-
nate of the U atoms in the orthorhombic structure, are reproduced
with high accuracy by all of the potentials. By contrast, the elastic
constants are less well reproduced. The potentials particularly
struggle to reproduce the c44 shear constant; this is not unexpected
as even for more symmetric materials the shear constant(s) are
often the most difficult to reproduce. In fitting our COMB poten-
tials, we use experimental values where available and values from
DFT calculations when experimental values are not available.

The COMB potential gives an ionization energy (IE) of uranium
of 6.08 eV, which is very close to the experimental value of 6.05 eV
[41]. The only defect formation energy of a-U that is known exper-
imentally is that of the vacancy (1.5 eV) [42]. DFT calculations are
reasonably consistent with this, with two different studies giving
values of 1.7 eV [21] and 1.95 eV [43]. For consistency with other
defect calculations, for which experimental target values are not
available, the COMB potential was fit to the DFT value of 1.7 eV.
The resulting COMB value is 1.9 eV, which is similar to that of
the Smirnova EAM potential (2.0 eV) [37]. COMB underpredicts
the formation energies of the I4 and I5 interstitials in a-U com-
pared with DFT, leading to an underestimate in the Frenkel energy
(4.5 vs. 6.0 eV).
The COMB3 potential predicts the structure and elastic proper-
ties of tetragonal b-U quite well (e.g., B = 120 vs. 132 GPa) even
though this phase was not part of the fitting database. The struc-
ture of bcc c-U is well reproduced by the COMB3 potential, while
the elastic properties and defect energies match DFT values with
varying degrees of accuracy [23].

A potential with reasonable physical fidelity opens up a large
number of opportunities for structural analysis. For example,
Fig. 2 shows the formation of a prismatic dislocation loop,
produced by the structural organization of initially randomly
located Frenkel pairs in a-U; such Frenkel pairs, though injected
into the simulation by hand, mimic the effects of radiation damage
to pure U.

3.2. Uranium dioxide

As the dominant fuel material, there are a large number of
interatomic potentials for UO2. The predictions for various struc-
tures and properties of many of these have been analyzed in
detail by Govers et al. [44,45]. The phase stability and thermal
transport properties of 26 UO2 potentials, including many of the
same characterized by Govers, have been determined by Cher-
natynskiy et al. [46]. All of these potentials prescribe the ionic
charges on the uranium and oxygen and constrain qU = �2qO;
they are thus limited in applicability to UO2 and cannot describe
other oxides such as U3O8 or U4O9, since they would not be
charge neutral with these potentials. A tight-binding variable
charge mode (SMTB-Q) well describes the properties of bulk
UO2 and its surfaces [47].

During its life-cycle, both in reactor and after removal, the com-
position and microstructure of UO2 fuel evolve dramatically. In
particular, fission products are continuously produced and they
can be in the form of gases such as Kr and Xe, in the form of metal-
lic inclusions such as Mo and Ru, and as oxides such as Y, Zr and Nb
[48].

All of the potentials reviewed in the above papers have func-
tional forms that are well-adapted for looking at largely ionic sys-
tems such as UO2. They have also been used with considerable
success to explore the effects of gaseous fission products. Indeed,
if one is interested in pure UO2 alone, then a traditional ionic
potential is quite possibly the best choice because each ionic
potential parameterization usually endeavors only to describe
one or a few closely related materials; they may thus be able to
provide a high level of materials fidelity, despite their simplicity.
This simplicity in these fixed-charge potential formalisms means
that they are also much more computationally efficient than vari-
able charge formalisms such as COMB. However, they have not
generally been parameterized for other largely ionic fission prod-
ucts. Moreover, they cannot be used to describe metallic fission
products or the fuel-clad chemical interactions.



Fig. 1. Percentage error in representative structural and elastic properties of a-U calculated in various potentials and from DFT calculations using GGA, compared with
experiment. Constructed from data in [23].

Fig. 2. Extended dislocation loop with Burgers vector b = [1 0 0] from a COMB simulation of a-U. Views along the (a) c axis and (b) b axis with all atoms shown. The partial
dislocations and stacking fault are identified [23].
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Reactive potentials such as COMB are able to describe all types
of bonding simultaneously. As a first step to an integrated set of
potentials for fuel and fission products, we have developed a COMB
potential for the U-UO2-O2 system [21–23].

In fitting the COMB potential for the U-O system, it was also
necessary to consider oxygen atoms and molecules. The COMB
potential yields an oxygen ionization energy of 13.31 eV, compared
with the experimental value of 13.6 eV and an electron affinity of
1.40 eV, compared to the experimental value of 1.46 eV [22]. The
COMB potential also yields an OAO bond length of 1.21 Å, identical
to the experimental value and a cohesive energy of �2.58 eV,
which compares well to the experimental value of �2.56 eV.

To illustrate COMB’s capabilities for describing both metallic
and ionic bonding, we have examined the oxidation of uranium,
which involves a change in bonding type from metallic to ionic.

Fig. 3(a) shows the initial structure of a-U with two oxygen
interstitial added (uranium atoms are red; oxygen atoms green1),
which is essentially identical in DFT and MD; initially the nearest-
neighbor oxygen distances are 2.04 Å in DFT and 2.05 Å in COMB.
Fig. 3(b) and (c) show the final relaxed structures obtained from
DFT and MD. They show the lengths of the six initially identical
UAO bond distances into three pairs of clearly different lengths:
2.43, 2.32 and 2.04 Å for DFT and 2.52, 2.38 and 1.93 Å for COMB.
This illustrates the capability of the COMB potential to reproduce
the DFT results with, at least, semi-quantitative accuracy. In the
1 For interpretation of color in Fig. 3, the reader is referred to the web version of
this article.
COMB simulation, the oxygen atoms take on a negative charge, while
the nearby uranium atoms take on a positive charge, indicative of a
change in bonding type from metallic to ionic.

The defect energies associated with an O atom in U match the
DFT values reasonably well, �4.3 eV COMB vs. �3.3 eV DFT, for
the four-coordinated (I4) site and �4.3 eV vs. �4.1 eV for the
five-coordinated (I5) site. COMB predicts higher stability of the
O2 molecule than DFT, �6.4 eV vs �3.8 eV for the I4 site and
�6.0 eV vs. �3.4 eV for the I5 site [22].

To carry this example further, we have looked at the effect of
adding a high concentration of oxygen interstitials to a-U;
although this is not a physically realizable scenario, it illustrates
the power of the COMB approach. As Fig. 4 shows, the introduction
of the oxygen into the orthorhombic U lattice results in the devel-
opment of domains of fluorite-structured UO2. Due to the symme-
try of the a-U and of the fluorite structure, it is possible for the
fluorite to form in distinct orientations. These oxidation effects
cannot be simulated with the traditional potentials used for metal-
lic, covalent and ionic systems.
4. Mechanical properties of Zr-based clad

The COMB potential for the Zr-O-H system [27,28] was devel-
oped to allow the elucidation of the mechanical properties of these
systems and the corrosion properties of Zr (see next section).
Together with the U-O2-UO2 potential, it also forms the foundation
of a future integrated potential for fuel, clad and fission products.
We illustrate the capabilities of this potential for mechanics by



Fig. 3. Structural relaxation of an oxygen molecule at the I5 site in a-U simulated by (b) DFT and (c) COMB; (a) is the initial structure of both DFT and COMB. The lengths of
UAO bonds surrounding one of the O atoms in each method are labeled. From Li et al. [21].

Fig. 4. The orientation relation between the orthorhombic a-U and fluorite UO2. Large, purple atoms are U atoms in original a-U structure under Coordinate 1. As the
transformation starts, they move in h0 1 0i direction indicated by black arrow to become small, cyan atoms. The cyan atoms form a pseudo-fcc lattice under Coordinate 2 or 3.
From Li et al. [21].
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looking at nanoindentation of a ZrO2 overlayer on a Zr substrate
and of ZrHx.

The ZrO2 overlayer on Zr represents oxidized clad. We were
interested in elucidating the mechanical behavior of such a sys-
tem, in particular the differing deformation modes in the brittle
ionic overlayer and the more ductile metallic substrate. The
deformed structure during the nanoindentation simulation (with
oxygen atoms removed from the image for clarity) is illustrated
in Fig. 5. To identify defects in the crystal structure, common
neighbor analysis (CNA) [49,50] is applied separately in Zr and
ZrO2 to identify fcc-like atoms, hcp-like atoms and disordered
atoms. Dislocation extraction analysis (DXA) is then used to iden-
tify dislocation lines. All other atoms are omitted from the figures.
The upper red line of atoms lies at the top surface of the ZrO2 lay-
ers, while the lower line lies at the ZrO2/Zr interface; the oxide
layer is 36 Å thick. As illustrated in Fig. 5(a), pyramidal disloca-
tions start to nucleate in the Zr substrate at an indentation of
�12 Å. The dislocation lines in the top ZrO2 layer are captured
by DXA at an indentation depth of 18.5 Å as shown in Fig. 5(b).
The green dislocation line in Fig. 5(b) is a 1/6 h1 1 0i Shockley par-
tial, while the Burgers vector of the red dislocation cannot be
identified by the DXA. Before the formation of dislocations in
ZrO2 at around 18 Å, the ZrO2 layer deforms the system along
the [1 1 0] direction. Load-indentation curves allow us to deter-
mine the hardness, which fluctuates over a narrow range between
13 Å and 18 Å; this is similar to the pure Zr case [51]. The hard-
ness starts to decrease after 18 Å where the load starts to drop
and the dislocations start to form in the ZrO2 layer. When we
indent deeper than 24 Å, the ZrO2/Zr system fails and the ZrO2

fragments in an explosive manner as it is not able to absorb more



Fig. 5. Deformed structure of ZrO2/Zr system after nanoindentation. (a) Deformed structure at 12.4 Å indentation depth. The red atoms represent disordered atoms. Atoms in
fcc and hcp environment have been removed. (b) Deformed structure at 19 Å indentation depth. The atoms in ZrO2 layer have been removed. Only dislocation lines are shown.
Green lines represent the Shockley partials. Red lines represent other dislocations types. The dislocation lines are captured using DXA. From Lu [52]. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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energy. This failure of the ZrO2 is likely the result of the thinness
of the oxide layer.

Zr clad can react with water to form hydrides of various compo-
sitions. The processes of hydride formation and the mechanical
properties of the hydride are also of considerable interest because
the hydride can have a considerable effect on the mechanical per-
formance of clad. Specifically, hydrides are brittle and they
severely degrade the integrity of fuel pins by reducing the overall
fracture toughness [53,54]. To characterize its mechanical proper-
ties, we performed nanoindentation simulation on the charge-
neutral (1 1 0) surface of ZrH2 using the Zr-H COMB potential
[28]. Similar to the case of ZrO2, load-displacement curves for var-
ious indentation speeds and active layer thicknesses were deter-
mined, as shown in Fig. 6(a). There is no significant difference
between the load-displacement curves for different indenter
speeds, demonstrating that indenter speed has a limited impact
on the simulation. As we also saw in similar studies of ZrO2, there
is a slight dependence on the thickness of the nanoindented layer
(62 Å vs. 109 Å) The theoretical load-displacement curve according
to Hertz law is indicated by the red line and it can be seen that all
curves follow the trend of Hertz law, with the 109 Å layer matching
it very closely up to 16 Å indentation depth. At this depth, the first
plastic deformation begins and defect structures are generated
causing the load-displacement curve to deviate from Hertz law.

The atomic-level details of plastic deformation in the process
are analyzed for the whole system with an indentation depth of
16 Å. No dislocations are observed using CNA, so the centrosym-
metry (CS) parameter [55] is used to measure the degree of atom
disorder. The CS parameter represents symmetry, a lower CS values
means lower asymmetry and the CS parameter for an atom in a
perfect lattice is zero. Surface atoms have a large positive CS
parameter. Fig. 6(b) shows the Zr atoms with a CS value greater
than 3, that is those with high asymmetry and therefore disorder,
and with H atoms removed.

Fig. 6(b) shows two dislocation loops along h1 1 0i directions
forming during the loading process. DXA analysis is used to iden-
tify the dislocation types. The dislocations along the 1/2 h1 0 0i
directions gradually nucleate as plastic deformation begins at
approximately 16 Å indentation depth, coinciding with a small
decrease in hardness. The disorder associated with the dislocations
decreases as they slip or are annihilated by another dislocation
from the opposite direction until an indentation depth of 17 Å, at
which the dislocations disappear. The hardness increases between
17 Å and 20 Å, at which point the ½ h1 0 0i dislocations and 1/6
h1 1 0i Shockley partial dislocations reappear. With the reappear-
ance of dislocations, additional force is not required to indent
deeper, thus, the slope of load-depth curve decreases and the force
applied and material hardness remain steady between a 20 Å and
25 Å indentation depth.

The above analyses illustrate the capability of COMB to eluci-
date the mechanical properties of Zr-ZrO2 and ZrH2. In the future,
it will be very interesting to look at clad configuration in which
both the oxide and hydride are present.

5. Simulation of first stages of corrosion with COMB

Both the clad and many of the structural metals in reactors are
in contact with water at high temperature and pressure. They are
thus subject to corrosion. We first illustrate the ability of the COMB
potential approach to simulate the reactions of H2, O2 and H2O
molecules with Zr. In the absence of simulations for Zr in the pres-
ence of bulk water, we briefly discuss recent work on the wetting
of an fcc metal surface by water nanodroplets and its spreading
behavior.

5.1. Corrosion of Zr

We have looked at the interaction of a Zr surface to exposure by
oxygen and hydrogen. At 300 K, we find that hydrogen readily dif-
fuses into the bulk, while oxygen atoms remain in the surface
layer. The first structure in Fig. 7(a) is 1 ML of oxygen placed on
FCC surface sites and 1 ML of hydrogen in octahedral sites between
the surface layer and the next subsurface atomic layer. As Fig. 7(a)
shows, the oxygen stays on the surface, while hydrogen diffuses
into the bulk. In contrast, if we simulate hydrogen on the surface
and oxygen in subsurface octahedral sites, Fig. 7(b), then the oxy-
gen atoms remain immobile but now act as a diffusion barrier to
hinder the penetration of hydrogen into the surface. Experimen-
tally the diffusion of H through the oxide scale is enhanced by
cracks and grain boundaries [56]. Our simulated structure does
not contain defects or a readily accessible diffusion pathway for
the timescales observed. Thus, the presence of a layer of oxygen
prohibiting hydrogen diffusion in COMB is not inconsistent with
experiment.

For H2O deposition, the rate of dissociation of a single water
molecule is dependent on the surface structure. Fig. 8 shows a
close-up view of a water molecule dissociating after 10 ps. Atomic
oxygen diffuses into the bulk while atomic hydrogen diffuses
across the surface, which is characteristic for the Zr(0001) surface.

5.2. Spreading rate of water on Cu surfaces

In the absence of simulations of bulk molecular water in
nuclear environments, we illustrate the capabilities of the COMB



Fig. 6. (a) Theoretical load-displacement curve per the Hertz Law in red and load-displacement curves of indented ZrH2 layers with different indenter speeds and active layer
thicknesses in blue, orange and green. (b) The deformed structure at 16 Å indentation depth. The color of atoms represents the degree of disorder, with red indicating high
disorder and green indicating low disorder. H atoms and Zr atoms whose CS parameter are lower than 3 are removed from the image. Dislocation loops along the h1 1 0i
directions indicated with red ovals.

Fig. 7. Snapshot of Zr (0 0 0 1) surface viewed along the [11_20] direction after 50 ps at 300 K. Atoms are color-coded by charge. (a) Initial sites are surface FCC for oxygen and
subsurface Octa(1, 2) for hydrogen. (b) Initial sites are surface FCC for hydrogen and subsurface Octa(1, 2) for oxygen. From Noordhoek [28].

Fig. 8. (a) An H2O molecule on Zr(0 0 0 1) and (b) after 10 ps the H2O molecule has dissociated into atomic oxygen and hydrogen. The oxygen diffuses into the bulk while
hydrogen remains adsorbed atop Zr surface atoms. The atoms are color coded by their charge.
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formalism in another metallic system. Molecular water adsorbs on
face centered cubic (fcc) transition metal surfaces such as Cu and
Pt [57]. When considering H2O molecules as bulk liquid or ice,
hydrogen bonds exist between H atoms and O atoms in neighbor-
ing molecules. If liquid water in the form of a droplet or thin
multilayer water film encounters a Cu or Pt surface, there is
now an energetic competition between molecules adsorbing at
the surface and remaining in their hydrogen-bonded environ-
ment. Here, we briefly consider the interaction of water droplets
on clean and chemically altered Cu(1 1 1) and analyze how pre-
adsorbed species affect the degree to a which a droplet will spread
across the surface.



Fig. 9. (a) Spreading rates of water droplets on single crystal Cu(1 1 1) surface (bare) and 0.50 ML O* and OH* covered Cu(1 1 1). Snapshots after 1.5 ns of simulation time are
shown for (b) Cu(1 1 1), (c) Cu(1 1 1)-O*, and (d) Cu(1 1 1)-OH*. Red atoms are O from H2O, blue atoms are O from O* or OH*, and yellow atoms are Cu. From Antony et al. [32].
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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In MD simulations, the spreading rate of a water nanodroplet is
determined by monitoring the change in effective base radius, Rb,
as a function of time. From COMB3 simulations of a droplet on
Cu(1 1 1) under ambient conditions, initial spreading of the base
radius is dictated by diffusion and subsequent adsorption of water
molecules from the top of the droplet to the Cu surface near the
advancing droplet front (i.e., the molecularly thin precursor film).
A plot of spreading rates for water droplets on bare, O⁄, and OH⁄

Cu(1 1 1) is shown in Fig. 9 [32]. After sufficient molecules have
adsorbed onto the surface near the precursor film, the spreading
rate is limited by the diffusion of molecules across the surface.
As such, an eventual decrease in spreading rate after �0.2 ns of
simulation time is the result of slower diffusion across the surface
compared to initial diffusion along the outer edge of the droplet.

From Fig. 9, the final base radius after 1.5 ns of simulation time
for bare, O⁄, and OH⁄ Cu(1 1 1) surfaces are 3.6 nm, 3.0 nm, and 2.4
nm, respectively. In the case of bare Cu(1 1 1), the droplet spreads
at a rate of R � t0.18 but for both O⁄ and OH⁄ covered Cu(1 1 1), the
droplet exhibits a spreading rate of R � t0.14. These results are con-
sistent with previous MD studies which find that decreasing the
wettability of a surface also reduces the rate at which the droplet
spreads [58]. The underlying mechanism for the decrease in
spreading rate is attributed to ‘‘pinning” effects at the chemically
altered surface. As H2O molecules from the droplet encounter
chemical species at the surface, they become pinned between O⁄

and OH⁄, reducing diffusion across the surface. Temporarily stable
hydrogen bonds between H2O molecules and O⁄ and OH⁄ species
also contribute to the reduction in spreading rate.

6. Assessment of materials fidelity of COMB potentials

The ability of COMB potentials to be used for finite-
temperature, time-dependent simulations of complex microstruc-
tures comes with two principal costs. First, as mentioned above,
simulations with COMB potentials are �100 times slower than
those with EAM potentials (though orders of magnitude faster than
equivalent DFT-MD simulations, when they are even possible). Sec-
ond, as for all empirical potentials used in MD, the materials fide-
lity is generally not as high as that of DFT calculations. To illustrate
one case in which the COMB potential shows high materials fide-
lity in some properties and somewhat compromised fidelity in
others, we take the case of the Zr-H potential for the description
of the ZrHx system.

One critical but open question during hydride formation in Zr
alloys is the nucleation mechanism of face-centered hydride
phases, including face-center-tetragonal (fct) c (ZrH, c > a) and e
(ZrH2 c < a), and face-centered-cubic (fcc) d phase (ZrH�1.5). The d
phase has been widely observed in fuel claddings of light water
reactors and, because it causes embrittlement, is a concern with
regards to fuel integrity [59]. The most plausible theory is that
the d phase forms from c, which forms from coherent clusters or
hydride phases such as the n phase (Zr2H) [60–62]. However, this
theory has not been confirmed by experiments or observed in
atomic scale simulations until recently by the present authors
using the COMB potential for Zr-H systems [29]. To simulate the
transition of hydride phases embedded in a Zr matrix requires a
potential capable of describing H solution and various hydride
phases. The potential needs to predict the right trend regarding
the energetic trend in these phases. The COMB potential was found
to serve this purpose well. Indeed, a thermodynamic pathway is
predicted from H solution to n and then c phase, as shown in
Fig. 10.

Moreover, the COMB potential has also predicted a transforma-
tion path from n to c phase (or n’, fct Zr2H) with negligible barrier.
This suggests a formation path of c hydride: from H solution to n to
n’, which will further grow into c by absorbing more H atoms. Con-
sistent with previous hypothesis, the transformation is via h0 1 �1
0i/3 shear in the basal plane. Note that in the basal plane of hcp
there exist three equivalent h0 1 �1 0i/3 shear partials. These three
partials can operate simultaneously during the transformation
from n to c. Consequently, the transformation can be accomplished
without changing the hydride shape, minimizing the shear strain
induced by the transformation. This process is similar to the twin-
ning in fcc metals [63]. The mechanism identified from the atomis-
tic simulations resolves the difficulty in the previous hypothesis,
which is based on single shear and thus involves extremely high
shear strain [60]. The COMB potential also predicts a negligible
barrier needed to shear from n to c, consistent with previous DFT
calculations and experimental observations that hydride can form
at relatively low temperatures without any mechanical loading.

Along with the valuable insight obtained, a few deficiencies of
the COMB potential have also been identified. First, all the face-
centered hydride phases are predicted to be fcc, while both n and
c should be fct. For c the ordering of H atoms in {1 1 0} planes is
still correctly predicted. However, the martensitic transformation
between c and d and that between d to e may not be represented
correctly. Second, the magnitude of H solution energy of H is sub-
stantially overestimated for the tetrahedron site, �1.28 eV by
COMB, in reference to �0.43 to 0.60 eV from DFT calculations
[64–69] and �0.66 eV from experiments [70]. On the other hand,



Fig. 10. (from left to right) (a) Formation energies of H solid solution and hydride phase as functions of H/Zr ratio, (b) general stacking fault energy surface shown by excess
energy with respect to shear displacement, and (c) H diffusion barriers shown by excess energy with respect to the diffusion length. In (c) the total diffusion length is evenly
divided into 30 images along the diffusion path for nudged-elastic-band calculations. (a) and (b) are from Zhang et al. [29].
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the stability of H solution at the octahedron site is substantially
underestimated, with a solution energy of �0.17 eV against the
results of 0.37–0.53 eV from DFT. More precisely, the octahedron
site is not stable and the H atom relaxes to a position slightly away
from the octahedron site. Related to the solution energy, the COMB
potential shows a poor performance in predicting the diffusion
barriers and path of H in Zr. Considering the contribution of
zero-point energy, the octahedron and tetrahedron sites are nearly
equivalent energetically for H solution. Both sites are involved for
long-range H diffusion, which is via first nearest neighbor T-T, T-O,
O-O and O-T jumps. The corresponding barriers predicted by COMB
are 0.976 eV, 2.067 eV, and 0.77 eV for T-T, T-O, and O-T jumps
using the nudged-elastic-band method [Zhang, unpublished] (see
Fig. 10(c)), comparing to 0.129 eV, 0.406 eV, and 0.398 eV from
DFT calculations [69]. The discrepancy is significant enough to
exclude using the current version of the COMB Zr-H potential for
hydrogen diffusion. In addition to these major flaws, it needs to
be pointed out that the generalized stacking fault energy surfaces
in Zr and coherent n phase also differ from DFT calculations in
terms of exact numbers. A current effort is being made to improve
the COMB Zr-H potential to address the above issues.

Although the above analysis indicates limitations in the materi-
als fidelity of the COMB potential, it is to be noted that all classical
interatomic potentials make compromises in fidelity for the sake of
computational speak and tractability.
7. Conclusions and outlook

The development of descriptions of empirical approaches that
can describe different bonding types within the same simulation,
such as COMB [11,5] and ReaxFF [8] has opened up new avenues
to addressing important issues in materials behavior. Here we have
focused only on applications of the COMB approach to nuclear fuel.
In this context, we have seen that can address questions in both the
fuel pellet itself and in the clad. Indeed, the above examples illus-
trate the capabilities of the COMB formalism to address a number
of problems in nuclear materials. This includes both being able to
provide atomic-level information on the atomic-level mechanisms
associated important physical and chemical processes, and the
ability to quantify the energetics and kinetics of such processes.
Moreover, this information can then act as essential input to higher
length scale models [2].

There are a large number of further fuel-related issues that the
COMB approach could address, such as an extensive analysis of
fission products and fuel-clad chemical interaction, but to
which it has not yet been applied. The reason for this is that the
potential parameters have not yet been developed. Such potential
parameterization is still more of an art than a science, though
we have developed somewhat systematic approaches [71] and
associated optimization software [72].
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