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A B S T R A C T

In this paper, we developed a multiphysics mesoscale model of carbon fiber oxidation in the upper most layer
of a phenolic impregnated carbon ablator thermal protection system. The presented model uses the phase-field
method to capture the reduction of carbon fibers due to an oxidation reaction between carbon and oxygen
to form carbon monoxide. The model is fully coupled with heat transport in the system, including the heat
absorbed by the endothermic oxidation reaction. We implemented the model in the new Macaw application,
created using the Multiphysics Object-Oriented Simulation Environment (MOOSE). The model was verified
against an analytical solution of surface reactions. A sensitivity analysis revealed that the parameters that
most impact the oxidation time are those related to the reaction rate. The model was demonstrated using 2D
and 3D simulations of the oxidation of multiple fibers, illustrating the impact of fiber diameter, temperature,
and gas flow on the fiber oxidation.
1. Introduction

The Thermal Protection System (TPS) is a combination of materi-
als and components that shields a spacecraft during an atmospheric
entry. It has the fundamental role of insulating the structural compo-
nents and payload. The Phenolic Impregnated Carbon Ablator (PICA)
is NASA’s heritage ablative TPS [1,2]. Ablative TPS are more robust
and withstand higher entry velocities than reusable TPS, such as the
ones used in the Space Shuttle program [3]. PICA is a light weight
polymeric ablative material that consists of a structure of carbon fibers
impregnated with a phenolic resin. The carbonaceous structure yields
high atmospheric erosion resistance, also referred to as ablation resis-
tance [1]. The phenolic resin decomposes under the high temperatures
experienced during the atmospheric entry through pyrolysis, an en-
dothermic process that is crucial for insulation [4]. PICA is successful
due to its combination of low density, good ablation resistance, and
good insulating properties [1,5]. The Stardust capsule, part of NASA’s
Discovery mission, successfully entered Earth’s atmosphere with a PICA
TPS at a velocity of 12.9 km/s and experienced a peak heat flux of
1100 W/cm2 [2]. The analysis of the Stardust post-flight data revealed
that PICA performed well; its measured recession depth was 25%–61%
lower than predicted [2]. The discrepancy between the prediction and
the actual flight data demonstrates that there is a need to improve and
develop more accurate prediction codes that could be used to reduce
overdesign and reduce weight.

FiberForm® (Fiber Materials, Inc., Biddenford, ME, USA) is the
carbon-fiber structure of the heritage PICA. The fibers are loosely
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packed, giving the structure a 85%–91% porosity [6]. They have a
diameter of 5-6 μm and are bundled in strands of five to six fibers.
The strands are dispersed in the plane perpendicular to the through-
thickness direction of the TPS and bonded together by an organic
binder that is transformed into a carbonaceous char during the man-
ufacturing process [7]. The phenolic resin is then impregnated into the
carbon-fiber structure to create the final PICA. The PICA microstructure
and properties vary due to the manufacturing process and discrepancies
in the raw materials [8,9].

The structure of the carbon fibers directly impacts their properties.
A carbon fiber is composed of multiple layers of graphitic sheets folded
around a center axis [10–12]. Along the basal plane of graphite, the
carbon atoms are linked by strong covalent bonds and the thermal
conductivity is very high, on the order of 100 to 1000 W/(m K) for
a perfect structure at room temperature [13–16]. Hence, the thermal
conductivity of the fiber itself increases with an increasing average size
of the graphitic sheets [11,17,18]. The sheets are connected by weak
Van der Waals forces, which is an obstacle for heat conduction. The
thermal conductivity through the layers decreases with increasing inter-
layer spacing between the basal planes [17]. The values of the thermal
conductivity in the through-interlayer direction are two to three orders
of magnitude lower than in the basal plane [13]. The placement of these
fibers in the substrate of PICA is strategic to diffuse the heat parallel to
the surface of the TPS and insulate in the through-thickness direction.
The perfect graphite structure is resistant to oxidation, but the edges
are much more susceptible [19,20]. Thus, fibers oxidize faster when
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Fig. 1. Schematic of a cross-section of PICA TPS. The black rectangles represent
carbon fibers, the yellow phase the phenolic resin, and the dark gray phase the
char. Four different zones are shown, including the phenomena that occur and typical
temperatures. This work focuses on the first zone.

more edges are exposed. The specific fiber structure is dependent on the
precursor and manufacturing process used to create them [21]; heritage
PICA FiberForm used a rayon-fiber precursor [22].

During atmospheric entry, the spacecraft experiences an intense
heat flux; the TPS surface temperature may be as high as 3000 K [23–
25], causing it to ablate. The Stardust post-flight analysis [2] greatly
increased our understanding of how and where the ablation takes
place in the TPS. The imaging of PICA post-flight revealed a top layer
composed of mostly exposed carbon fibers, then a layer of carbon fibers
and charred resin, a subsequent layer with partially pyrolyzed resin,
and a bottom layer of virgin PICA [2]. Fig. 1 presents a schematic
of the cross section of the PICA TPS after atmospheric entry, inspired
by the observed regions in the Stardust analysis [2,25]. The indicated
temperatures are an estimate based on previous flights, experiments,
and computational data [2,4,25,26].

The ablation results from a combination of several physical and
chemical processes that occur in the various layers. In the outermost
layer, the dominant processes are spallation, when a section of the
carbon structure breaks off due to a combination of mechanical and
thermal stresses [3], sublimation, the direct change of solid to gaseous
carbon, and oxidation, the loss of mass due to the reaction of oxygen
with the surface of the carbon fibers and char to form gaseous products
such as carbon monoxide (CO) and carbon dioxide (CO2). Solid carbon
oxidation is quite different from metal oxidation that produces a solid
oxide and for which electric charge transport is a rate-limiting step.
In solid carbon oxidation, the formation of gases such as CO and CO2
are not significantly impacted by charge transport. In the second layer,
commonly referred to as the ablation zone [25], both the charred resin
and the carbon fiber oxidize. The porous char oxidizes and recedes
faster, exposing the fibers. In the third layer, referred to as the pyrolysis
zone, the phenolic resin is gradually transformed into char. This process
is endothermic and produces gases that aid the thermal insulation of the
TPS [4,27].

While both the pyrolysis of the resin and the oxidation of the char
and fibers contribute to the ablation rate and the thermal protection,
they occur at different temperatures at distinct regions within the
PICA. Thus, mesoscale simulations that do not resolve the full thickness
2

of the TPS can target them separately. The oxidation of the carbon
fibers has been the target of such mesoscale modeling, due to its
relative simplicity compared to pyrolysis and the fact that it occurs
at the outermost layer of the PICA. These models have used Monte
Carlo (MC) methods that use a random walk technique to model
the mass transfer and diffusion throughout the domain. When a gas
particle reaches a carbon surface, a sticking probability defines if the
reaction will occur. This methodology has been applied to model the
steady-state and transient oxidation of carbon fibers in carbon/carbon
composites [28–30]. Lachaud et al. [31] established a multiscale ap-
proach to include microstructural-level MC models in engineering-scale
predictions. Nonetheless, no microscale model has been fully coupled
with models of the heat transport.

It is important to understand the complex physical phenomena that
result in the ablation of PICA material, because they directly determine
the level of thermal protection it provides. In addition, these physical
phenomena are tightly coupled; for example, the rate of the chemical
reactions are highly sensitive to temperature and are endothermic, and
thereby change the temperature. Also, the configuration of the fiber
structures impact the flow of oxygen and heat, which also impacts the
thermal protection. Thus, mesoscale simulations that account for these
tightly coupled phenomena and resolve the fiber structures can provide
precise descriptions of the performance and properties of the material.
Calculating more precise values for the thermal properties of the PICA
material and the correlation of these properties to the overall ablation
rate will yield more accurate prediction of the PICA performance and
will result in less over-design [31].

In this work, we present a novel mesoscale model that captures
the tightly coupled heat transport and temperature-dependent oxida-
tion of carbon fiber structures in the outermost layer of PICA during
entry. It does not consider spallation. Our model is based on the
phase-field method, which simulates diffusion-controlled microstruc-
ture evolution [32–34]. In the phase-field method, each microstruc-
ture feature is represented by a non-conserved variable field. The
chemical species in the system are represented by conserved con-
centration variables, which follow a generalized diffusion equation.
The variables are continuous throughout the domain and transition
smoothly across the interface between different phases. The phase-field
variables evolve to lower the overall free energy of the system. We
developed an open-source mesoscale application for modeling ablation
named Macaw [35]. Macaw solves coupled phase-field and heat trans-
port equations using the finite element method and is based on the
Multiphysics Object-Oriented Simulation Environment (MOOSE) [36,
37]. Therefore, the local temperature is computed simultaneously with
the local concentrations and microstructure evolution. The chemical
reaction kinetics from the oxidation process is incorporated in the
phase-field method and is dependent on the local temperature.

This paper summarizes our model of the carbon fiber oxidation in
the outermost layer of PICA and how it is implemented in Macaw.
Section 2 details the phase-field carbon fiber oxidation model coupled
with heat conduction. Section 3 presents multiple verification efforts
used to determine the mathematical accuracy of the model. Section 4
presents a sensitivity analysis that evaluates the impact of the individ-
ual thermophysical properties and model parameters on the oxidation
time of a single fiber. Section 5 demonstrates the oxidation behavior of
multiple carbon fibers in 2D and 3D domains. We conclude in Section 6.

2. Model description

In this section, the methods and models that are an essential part
of this work are discussed. First, the mathematical description of the
phase-field method is presented. We also describe how the chemical
reaction kinetics are incorporated in the model. The full coupling
with heat conduction is explained, in addition to the incorporation
of the energy of reaction. Later, the coupled implementation of the
mathematical models using the MOOSE framework is described.
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2.1. The phase-field model

Our phase-field model predicts the carbon fiber oxidation that oc-
curs within the first layer of PICA material during atmospheric entry.
The model represents two regions of material, the carbon fibers and
the open volume filled with gas. It also represents chemical species,
including carbon (C) atoms, oxygen (O) atoms, and CO molecules. In
reality, additional reaction products can form, such as CO2, but CO
is the most common. So, for simplicity, we only include CO in the
simulations. Each of these chemical species are represented with a
continuous variable field that evolves with time according to a partial
differential equation (PDE), to represent the loss of carbon fiber volume
and the generation of CO. The reaction between C and O atoms to
produce CO is represented using reaction terms in the PDEs that define
the evolution of the chemical species. The fiber and gas regions and
the chemical species evolve to minimize overall energy in the system.
In this section, we first introduce the PDEs that define the evolution
of the two regions and the three chemical species. Then, we describe
the models used to describe the free energy of the fiber and gaseous
regions.

2.1.1. Phase-field PDEs
The phase-field method has advanced over the past couple of

decades to become a powerful tool to model microstructure evolution
for many different applications. For a general description and overview
of the method, we recommend the following review articles: [32–34].
In our phase-field model of carbon fiber oxidation, we employ a non-
conserved variable field to describe the carbon fibers 𝜂𝑓 and another
to describe the gaseous region 𝜂𝑔 . 𝜂𝑓 = 1 and 𝜂𝑔 = 0 in the fibers and
𝜂𝑓 = 0 and 𝜂𝑔 = 1 in the gaseous region; they both smoothly transition
between these values over the fiber surface, assuming a profile similar
to a hyperbolic tangent function [38,39]. This results in all surfaces
having a finite thickness. The multiple order parameter formulation will
facilitate the addition of other phases to the model in the future, such
as the char. The number density of C, O, and CO are represented by
their atomic fractions 𝑥O, 𝑥C, and 𝑥CO, respectively.

For our oxidation model, we use the grand-potential model (GPM)
that was first proposed by Plapp [40]. It is based on the minimization
of a grand-potential functional 𝛺. In the GPM, the bulk and interfacial
ree energies are decoupled and the independent variables describing
he chemical species are the chemical potentials instead of the atomic
ractions. It maintains the chemical potential equilibrium across the
nterfaces and enables independent control over the interface energy
nd its diffuse thickness. The GPM has been used to model a wide
ange of physical phenomena, including fission gas bubble evolution,
intering, and multiphase materials with mismatch strains between
hases [39,41,42].

In the GPM, each chemical species follows a generalized diffusion
quation of the form [40]
𝜕𝜌𝑖
𝜕𝑡

= ∇ ⋅𝑀𝑖∇
𝛿𝐹
𝛿𝜌𝑖

, (1)

where 𝜌𝑖 is the number density of species 𝑖, with 𝑖 = C, O, or CO, in
units of atom/m3, 𝑀𝑖 is the atomic mobility in units of atom2/(J m
), and 𝐹 is the free energy functional in units of J/m3. The number
ensity can be written as

𝑖 =
𝑥𝑖
𝑉𝑎

, (2)

here 𝑥𝑖 is the atomic fraction of species 𝑖 (unitless) and 𝑉𝑎 is the
tomic volume in units of m3/atom. The chemical potential of species

𝑖 =
𝛿𝐹
𝛿𝜌𝑖

, (3)

nd it has units of J/atom. The number density and the chemical po-
ential are related through the free energy densities of each phase. The
3

ree energies are later converted to grand-potential densities, and the
otal grand-potential of the system is interpolated between each phase.
q. (3) is used to obtain the species number density in each phase,
nd the number density in the system is also interpolated between each
hase.

The total grand-potential of the system is derived from the cu-
ulative energy contributions from the bulk of the material and the

nterfaces between phases

= ∫𝑉

(

𝜔𝑐ℎ𝑒𝑚 + 𝜔𝑖𝑛𝑡𝑒𝑟 + 𝜔𝑔𝑟𝑎𝑑
)

𝑑𝑉 , (4)

where 𝜔𝑐ℎ𝑒𝑚 is the bulk grand-potential density and 𝜔𝑖𝑛𝑡𝑒𝑟 combined
with 𝜔𝑔𝑟𝑎𝑑 represent the grand-potential density associated with free
surfaces in the system. The grand-potential densities have units of J/m3.
We use the multiphase interfacial grand-potential density function

𝜔𝑖𝑛𝑡𝑒𝑟 = 𝑚

( 2
∑

𝛼

(

𝜂4𝛼
4

−
𝜂2𝛼
2

)

+ 3
2
𝜂2𝑓 𝜂

2
𝑔 +

1
4

)

, (5)

where 𝑚 is a constant with units of J/m3 and we sum over the two
phases in the system [38,39]. The gradient grand-potential density is

𝜔𝑔𝑟𝑎𝑑 = 𝜅
2

2
∑

𝛼
|∇𝜂𝛼|

2, (6)

here 𝜅 is a model parameter with units of J/m. The values of 𝑚 and
are functions of the surface energy of a carbon fiber [38,39]

=6
𝜎𝑖𝑛𝑡
𝛿𝑖𝑛𝑡

(7)

𝜅 =3
4
𝜎𝑖𝑛𝑡𝛿𝑖𝑛𝑡, (8)

where 𝜎𝑖𝑛𝑡 is the surface energy in J/m2 and 𝛿𝑖𝑛𝑡 is the characteristic
interface width in m. 𝛿𝑖𝑛𝑡 is a model parameter that is selected to be
as small as possible, without making the computational cost too high
(since the element size must be several times smaller than 𝛿𝑖𝑛𝑡).

The chemical grand-potential density of phase 𝛼 (where 𝛼 = 𝑓 or
𝑔) is derived from the corresponding free energy density 𝑓 𝛼 through a
Legendre transformation [39,40], i.e.

𝜔𝛼 = 𝑓 𝛼 −
3
∑

𝑖
𝜇𝑖𝜌𝑖, (9)

where we sum over the three chemical species in the system (C, O,
and CO). In order to calculate the total grand-potential density of
the system, we use a continuous multiphase interpolation function
developed by Moelans [43]

ℎ𝛼 =
𝜂2𝛼

𝜂2𝑓 + 𝜂2𝑔
, (10)

where 𝛼 = 𝑓 or 𝑔. Material property values are interpolated across the
interface by this interpolation function and are constant inside each
phase. The total bulk grand-potential density of the system is

𝜔𝑐ℎ𝑒𝑚 = ℎ𝑓𝜔
𝑓 + ℎ𝑔𝜔

𝑔 . (11)

The evolution of the variables describing the fiber and gaseous
regions is defined by an Allen–Cahn equation of the form [44]
𝜕𝜂𝛼
𝜕𝑡

= −𝐿 𝜕𝛺
𝜕𝜂𝛼

, (12)

where 𝐿 is the phase mobility with units of m3/(J s). The phase mobility
controls the rate of change of the order parameters. It is related to the
surface mobility and width according to [38]

𝐿 = 4
3
𝑀𝑠𝑢𝑟𝑓

𝛿𝑖𝑛𝑡
, (13)

where 𝑀𝑠𝑢𝑟𝑓 is the surface mobility in units of m4/(J s) and describes
the rate at which the surface of the fiber restructures as carbon atoms

react with oxygen atoms. In this work, we assume that this mobility is
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very fast, such that the shrinkage rate of the carbon fibers is controlled
by the reaction rate constant not by the surface mobility. Therefore, the
mobility is proportional to the reaction rate constant 𝐾:

𝑖𝑛𝑡 = 𝑎𝐾, (14)

where 𝑎 is the proportionality constant. We performed a parametric
study to evaluate the parameter space of 𝑎 and its implications on the
phase-field results. In the study, we evaluated a series of phase mobility
values in our phase-field oxidation model at a constant temperature,
and calculated the final oxidation time for a single carbon fiber. We
found that a value of 𝑎 = 9.6 × 103 m/(atom J) was large enough
to ensure that the oxidation rate was governed by the reaction rate
constant. Since the reaction rate constant is a function of the local
temperature, which can vary across the interfaces, we use the average
temperature in the fiber to determine its value.

2.1.2. Free energy expressions
For our phase-field model of oxidation, we need to define functions

that describe the free energy density of the fiber and gas phases. As
described previously, carbon fibers are composed of graphitic sheets
folded around the center axis. For the free energy we approximate the
carbon fiber structure as a single crystal lattice of carbon atoms with a
known atomic volume (estimated from the fiber density), where each
lattice site is occupied by either C atoms or is vacant. Thus, the atom
fraction of vacancies in the fiber phase is

𝑥𝑣 = 1 − 𝑥𝐶 . (15)

The gaseous species O and CO have a high formation energy in a carbon
fiber, have very low diffusion coefficients (see [45,46] for diffusion
behavior in a similar graphitic structure), and are much more likely to
chemically react on the surface than to diffuse into the bulk of the fiber.
Thus, we assume that O and CO concentrations within carbon fibers
are extremely low. We also assume that the vacancy concentration
within the fiber structure is small. Thus, we employ the dilute-limit
approximation of the ideal solution model, which is referred to in this
paper as the dilute solution model, for the free energy density of the
solid carbon fiber phase:

𝑓𝑓 = 𝑓𝑓
𝑚𝑖𝑛 +

3
∑

𝑖

𝐸𝑓
𝑖

𝑉𝑎
𝑥𝑖 +

𝑘𝐵𝑇
𝑉𝑎

[

𝑥𝑖 ln(𝑥𝑖) − 𝑥𝑖
]

, (16)

here 𝑘𝐵 is the Boltzmann constant, 𝐸𝑓
𝑖 is the species 𝑖 formation en-

rgy, and we sum over the three dilute species (O, CO, and vacancies).
e then use Eq. (15) to make the free energy density a function of the

, O, and CO atom fractions,

𝑓 =𝑓𝑓
𝑚𝑖𝑛 +

𝐸𝑓
𝑣

𝑉𝑎
(1 − 𝑥C) +

𝑘𝐵𝑇
𝑉𝑎

[

(1 − 𝑥C) ln(1 − 𝑥C) − (1 − 𝑥C)
]

+
𝐸𝑓

O
𝑉𝑎

𝑥O +
𝑘𝐵𝑇
𝑉𝑎

[

𝑥𝑂 ln(𝑥O) − 𝑥O
]

+
𝐸𝑓
CO
𝑉𝑎

𝑥CO +
𝑘𝐵𝑇
𝑉𝑎

[

𝑥CO ln(𝑥CO) − 𝑥CO
]

.

(17)

The vacancy and defect formation energies were obtained from data
from atomistic-scale simulations. Section 4 details the values and
sources of each parameter used in our simulations. Since we use the
GPM, the free energy density equations must be later converted to a
grand-potential through the Legendre transformation in Eq. (9).

For the gaseous phase, we use a parabolic free energy density. The
primary focus of this work is to model the evolution of carbon fibers
during oxidation; the detailed prediction of the gas composition and
evolution is not a primary goal at this time. In our simulations, the
boundaries are open to gas diffusion, such that the produced gases
can diffuse out of the system and new pure oxygen gas can diffuse
in. Also, the diffusion of gaseous species at high temperatures is very
fast, especially considering the length scale of the mesoscale model
4

(approximately 100 μm). Thus, the atomic fraction of each species
in the gaseous phase is kept virtually at equilibrium throughout the
simulation, enforced by a boundary condition. These conditions reduce
the complexity of the composition profile in the gaseous phase and
afford us the ability to use a simple parabolic free energy density
to provide good computational efficiency. The parabolic coefficients
and equilibrium concentrations are chosen appropriately to yield the
phenomenological behavior of the gas during the oxidation process.
The free energy density follows the form

𝑓 𝑔 =
4
∑

𝑖=1

𝐴𝑖
2
(𝑥𝑖 − 𝑥𝑔,𝑒𝑞𝑖 )2, (18)

here 𝐴𝑖 is the parabolic coefficient and 𝑥𝑔,𝑒𝑞𝑖 is the equilibrium atomic
raction of species 𝑖; the sum is over the C, O, and CO concentrations.
n the gaseous phase, we assume that the gas is pure oxygen, and the
quilibrium concentration is assumed to be 𝑥𝑔,𝑒𝑞𝑂 = 0.999. The equi-
ibrium concentration of C and CO is assumed to be zero. Setting the
quilibrium concentration of CO to zero does not impede its production,
ince that is governed by the chemical reaction kinetics. We set these
oncentration to zero because no C or CO is expected to be present in
he gas without the oxidation reaction. If one wants to model a gas with
ixed species, these concentrations can be changed accordingly. In the

as phase, we assume that the vacancy concentration is

𝑣 = 1 − 𝑥C − 𝑥O − 𝑥CO, (19)

nd it is close to zero since the lattice is filled with gas atoms.
The derivation of the grand-potential density from different free

nergy models has been presented for a binary mixture [40] and
ulticomponent mixtures [39]. Appendix A presents a summary of the

rand-potential derivations from the free energy models that are used
n our model.

.2. Inclusion of chemical reactions in the phase-field model

The fibers evolve as O reacts with solid C to produce CO. In general,
hemical reactions may occur between gaseous species within a volume
r between a gaseous species and a solid species as a surface reaction.
owever, due to the diffuse nature of the free surface in our phase-field
odel, it treats gas and surface reactions identically. The rate at which

he chemical reaction occurs is dictated by the reaction rate constant
and is represented by an Arrhenius function of temperature [47,48]

= 𝐾0 exp
(

− 𝑄
𝑘𝐵𝑇

)

, (20)

where 𝐾0 is the pre-factor and 𝑄 is the activation energy. We introduce
the rate of change of each chemical species depending on whether it is
a reactant or a product, i.e.

C(𝑠) + O(𝑔) → CO(g)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜕𝜌C
𝜕𝑡

= −𝐾𝜌C𝜌O,
𝜕𝜌O
𝜕𝑡

= −𝐾𝜌C𝜌O,
𝜕𝜌CO
𝜕𝑡

= +𝐾𝜌C𝜌O,

(21)

where 𝐾 has units of m3/(s atoms).
The contribution from the chemical reaction kinetics is added to the

generalized diffusion equation from Eq. (1). Assuming a simple second
order reaction between C and O atoms, the time evolution of species 𝑖
becomes
𝜕𝜌𝑖
𝜕𝑡

= ∇ ⋅𝑀𝑖∇
𝛿𝐹
𝛿𝜌𝑖

± �̃�𝜌𝑂𝜌𝐶 , (22)

where �̃� is the effective reaction coefficient and the sign before �̃� is
negative when 𝑖 = O or C and positive when 𝑖 = CO. �̃� = 𝐾 when
modeling the reaction of two gaseous species. In surface reactions, the
reactant atoms adsorb to the surface of the fibers, react, and the product
molecules desorp to the gas. In our mesoscale model, the diffuse surface
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region is where the carbon in the fibers meets the oxygen in the gas and
reacts. The number of reactions that occur across the surface depends
on the varying atomic fractions of the reactants through the finite width
of the surface region. The larger the width, the more reactions will
occur. Therefore, �̃� = 𝐾∕𝛿𝑖𝑛𝑡 for surface reactions, to make the reaction
behavior independent of the interfacial width; this independence is
confirmed in Section 3.1.

Applying the chain rule to expand the time derivative term [40] and
rewriting the derivative of the free energy with respect to the number
density as the chemical potential yields
𝜕𝜌𝑖
𝜕𝜇𝑖

𝜕𝜇𝑖
𝜕𝑡

+
𝜕𝜌𝑖
𝜕𝜂

𝜕𝜂
𝜕𝑡

= ∇ ⋅𝑀𝑖∇𝜇𝑖 ± �̃�𝜌𝑂𝜌𝐶 . (23)

Rearranging the terms in Eq. (23) and substituting in the susceptibility
𝜒𝑖, we obtain the final evolution equation in our model,

𝜒𝑖
𝜕𝜇𝑖
𝜕𝑡

= ∇ ⋅𝐷𝑖𝜒𝑖∇𝜇𝑖 ± �̃�𝜌𝑂𝜌𝐶 −
𝜕𝜌𝑖
𝜕𝜂

𝜕𝜂
𝜕𝑡

, (24)

here we solve for the chemical potential variable of each species
(C, O, and CO). The atom fractions in each phase are calculated
sing the relationships from the free energy, and interpolated across
he interfaces. We stop the reactions when the number density of
he reactants falls below a small threshold to avoid negative values.
ection 3.1 presents a verification of the surface reaction behavior.

.3. Fully-coupled heat transport

As discussed previously, the temperature and oxidation behavior are
ightly coupled. Therefore, we couple the phase-field oxidation model
o heat transport. The heat transport in the system is modeled by a
ransient anisotropic heat conduction equation. The time evolution of
he temperature 𝑇 is described by:

𝑃𝐷
𝜕𝑇
𝜕𝑡

= ∇ ⋅ 𝐤∇𝑇 + �̇�, (25)

where 𝑐𝑃 is the specific heat in J/(g K), 𝐷 is the density of the material
in g/m3, 𝐤 is the anisotropic thermal conductivity tensor in W/(m K),
and �̇� is the volumetric heat change in W/m3. The oxidation reaction is
endothermic, with a positive enthalpy of reaction. We incorporate the
enthalpy of reaction into the heat conduction equation as a local heat
sink

̇ = 𝛥𝐻𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛
𝜕𝜌𝐶
𝜕𝑡

, (26)

where 𝛥𝐻 has units of J/mol of products and 𝜕𝜌𝐶∕𝜕𝑡 is taken from
q. (21). 𝜕𝜌𝐶∕𝜕𝑡 ≠ 0 at locations in the domain where chemical
eactions are occurring, usually at carbon fiber surfaces.

As mentioned in the introduction, carbon fibers have much higher
hermal conductivities in the axial direction than in the radial. The
ifference in the magnitude of the thermal conductivity value depends
n the type of fiber and the manufacturing process. We assume that
he value on the radial direction is two orders of magnitude smaller
han the axial one [13]. This is included in the model using the thermal
onductivity tensor 𝐤. However, the tensor values must depend on the
rientation of the fibers. Since the fiber structures in the phase-field
odel are represented by the variable field 𝜂𝑓 , the fiber orientation

an vary throughout the domain and therefore the value of 𝐤 must also
ary.

To calculate the fiber orientation, we use the artificial heat flux
pproach established by Schneider et al. [49]. This approach consists of
arrying out a preliminary calculation in which a pseudo-temperature
radient is imposed in each direction of the domain by setting a pair
f cold and hot Dirichlet boundary conditions. An isotropic thermal
onductivity value is assigned for the carbon fibers in this pseudo-
emperature calculation, which must be much higher than the value
n the bulk of the material. The authors suggest a zero thermal conduc-
ivity value for the bulk, though this can result in numerical difficulties.

e have found that using a small value in the bulk is sufficient to
5

N

calculate the pseudo-temperature profile. Once the fibers are assigned
a high thermal conductivity value and the bulk is assigned a low
value, a steady-state heat conduction simulation (Eq. (25) with no
heat source or time derivative term) is carried out in each of the 𝑥-
𝑦-, and 𝑧-directions (just 𝑥- and 𝑦-directions for a 2D simulation).

The heat preferably flows through the fibers due to their high thermal
conductivity, indicating the fiber orientation. The local fiber direction
vector 𝑑 is determined by

𝑑 =
𝑞𝑥 + 𝑞𝑦 + 𝑞𝑧

‖𝑞𝑥 + 𝑞𝑦 + 𝑞𝑧‖
, (27)

here 𝑞𝑖 is the local pseudo-heat flux resulting from the pseudo-
emperature gradient in the 𝑖 direction. The local fiber direction vector
s used to calculate the local thermal conductivity tensor 𝐤. The initial
-direction of the thermal conductivity tensor is arbitrarily chosen to
e the direction of the fiber axis. This direction is then rotated to
lign with the fiber direction vector 𝑑. The other two perpendicular
irections fall on the radial plane of the fiber, and therefore have the
ame low value of thermal conductivity. The error associated with this
pproach is quantified in Section 3.2.

The local direction vectors are calculated once for the initial fiber
tructure and then used throughout the oxidation simulations to deter-
ine the local thermal conductivity tensors. This is possible because

he fibers only shrink due to oxidation, such that no regions that were
riginally gas later become fiber.

.4. Nondimensional parameters

The coupled heat conduction and phase-field equations must be
olved simultaneously; however, their residual values may vary by
any orders of magnitude, complicating the solve. Therefore, we trans-

orm the length 𝑙, time 𝑡, and energy 𝑒 into the nondimensional length
, time 𝜏, and energy 𝜖 by dividing by a constant factor of the same
espective unit:

𝜉 = 𝑙
𝑙0
, (28)

𝜏 = 𝑡
𝑡0
, (29)

𝜖 = 𝑒
𝑒0

. (30)

We use the formation energy of a carbon vacancy in a fiber for the
energy factor 𝑒0, the cube root of the atomic volume of carbon in the
fiber for the length factor 𝑙0, and the diffusion coefficient of a carbon
atom in the fiber to calculate the time factor 𝑡0. These values correspond
to 𝑡0 = 4.3299× 10−4 s, 𝑙0 = 2.1524× 10−4 μm, and 𝑒0 = 3.9 eV. Although
he simulations are performed using the nondimensional parameters,
he results are always converted back into actual units. Therefore, the
nits displayed in the results throughout the work are in actual units
f length, time, and energy.

.5. Model implementation

Our mesoscale model has been implemented in an open-source
pplication based on the Multiphysics Object-Oriented Simulation En-
ironment (MOOSE). Our mesoscale ablation modeling application is
amed Macaw and is available on GitHub [35]. The MOOSE framework
s a non-linear, finite-element solver developed by the Idaho National
aboratory [37]. It is open-source with community development on
itHub. MOOSE uses the finite element library libMesh, a C++ library
eveloped by the CFDLab at the University of Texas at Austin [50]; it
lso uses PETSc solvers [51,52] and is capable of large parallel simula-
ions. A uniform mesh and adaptive time stepping were used in some
f the simulations shown in this work. For the numerical solution, we
pplied Newton’s method with a second-order backward differentiation
cheme. The HYPRE BoomerAMG package from Lawrence Livermore

ational Laboratory [53] was employed to invert the Jacobian matrix
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in the nonlinear solve. For all simulations shown in this paper, the
automatic scaling capability in MOOSE was used to scale the residuals
at each time step to improve computational performance. The mesh was
generated using the mesh generator capabilities in MOOSE. First-order
Lagrange elements were used, with 4-node quadrilaterals (QUAD4)
in 2D meshes and a 8-node hexahedron (HEX8) for 3D meshes. A
distributed mesh generated in MOOSE was used in 3D simulations to
lower the memory usage, accompanied by a parallel output.

3. Verification

This section summarizes our efforts to ensure the accuracy of two
aspects of the proposed model. We first evaluate the model performance
for surface reactions and then quantify the error in the calculation
of the anisotropic thermal conductivity tensor for randomly oriented
fibers.

3.1. Comparison with surface reaction model

We check the accuracy of the surface reaction behavior modeled
using the phase-field method. We consider a 1D domain with a pure
carbon fiber phase on the left half of the domain and a pure gas phase
on the right half. The C and O concentrations in the surface region
between the fiber and gas phases follow a hyperbolic tangent with a
characteristic width 𝛿𝑖𝑛𝑡. Initially, the gas is pure atomic O and the
eaction with C produces CO, C(s) + O(g) → CO(g). The fiber does

not shrink because there is an infinite amount of C, which is imposed
by having a zero reaction rate for the C variable; however, there is a
zero flux boundary on the right such that there is a fixed amount of O
that will decrease as CO is produced. We derived an analytical model
that predicts the decrease of the oxygen in the system with time; the
derivation is summarized in Appendix B. The final expression for the
total amount of O in the system at a time 𝑡 is

𝑁𝑂(𝑡) =
1
𝑙𝑎
𝑠0𝑥

𝑔,0
𝑂 exp

(

−
𝛿𝑥
4𝑠0

�̃�𝑡
)

. (31)

The influence of the interface width on the oxygen consumption is clear
in Eq. (31). When �̃� = 𝐾∕𝛿𝑥, this dependence on 𝛿𝑥 drops out. We
modeled oxidation of our 1D fiber with Macaw using a domain size
of 10 μm and an equivalent mesh refinement of 8 elements across the
surface width. We start by analyzing a characteristic interface width of
1 μm, and then compare the results to a 0.5 μm one. The total number
of elements across the domain was changed accordingly to maintain
the same number of elements across the diffuse interface. The domain
temperature was a constant 3000 K. The reaction rate constant followed
an Arrhenius equation with pre-factor and activation energy shown in
Table 1; the material properties are shown in the same table. The time
step size changed due to adaptive time stepping; it started at 4.33 ×10−4

s and had a maximum value of 43.3 s. A zero-flux boundary condition
was imposed on all variables.

Fig. 2 summarizes our comparison of the analytical surface reaction
model to the phase-field implementation of surface reactions in Macaw.
Fig. 2(a) shows the total amount of C, O, and CO in the system. The
number of C atoms stays constant, the O atoms decrease according to
the analytical Eq. (31), and the CO molecules increase. The error was
quantified using the root-mean-square error (RMSE), i.e.

𝑅𝑀𝑆𝐸 =

√

∑𝑛
𝑖 (𝑁𝑖,𝑎𝑛 −𝑁𝑖,𝑀 )2

𝑛
, (32)

here 𝑛 is the number of measurements (time steps), 𝑁𝑖,𝑎𝑛 is the
umber of O atoms from Eq. (31) and 𝑁𝑖,𝑀 is the number of O atoms
rom the Macaw simulation. The predicted amount of O is very similar
o that from the analytical model, with a RMSE (Eq. (32)) of 26.73
toms, which is approximately 0.1% of the initial number of O atoms.

Fig. 2(b) depicts a log plot of the total amount of O atoms in the
6

ystem computed using Macaw, compared to the analytical equation. t
able 1
odel parameters used in the fiber oxidation model. The description, value, and units

or each parameter are shown. The references used to determine the values are also
hown. The atomic volume of carbon in the fiber is listed for reference. For the LHS
ampling used in the SA from Section 4, each parameter was assumed to follow a
ormal distribution with a standard deviation equal to 10% of the mean.
Description Parameter Value Units References

Reaction rate K0 9.46 ×103 cm3/(mol s) [47,48]
Q 0.5 eV/atom [47,48]

Thermal conductivity 𝑘𝑓,𝑎𝑥 50 W/(m K) [18]
𝑘𝑓,𝑟𝑎𝑑 0.5 W/(m K) [22]
𝑘𝑔 0.18 W/(m K) [54]

Diffusion coefficient D𝑓
𝐶 1.07 ×10−12 cm2/s [55]

D𝑓
𝑂,𝐶𝑂 3.00 ×10−3 cm2/s [45,46]

D𝑔
𝐶,𝑂,𝐶𝑂 1.00 cm2/s [56,57]

Specific heat cP
𝑓 2.50 J/(g K) [18]

cP
𝑔 1.25 J/(g K) [58]

Density 𝜌𝑓 2.00 g/cm3 [18]
𝜌𝑔 1.30 ×10−4 g/cm3 –

Surface energy 𝜎𝑖𝑛𝑡 0.20 J/m2 [59–61]
Reaction energy 𝛥H 100 kJ/mol [62]
Formation energy E𝑓

𝑣 3.90 eV/atom [63–65]
E𝑓
𝑂 6.10 eV/atom [66]

E𝑓
𝐶𝑂 6.31 eV/atom [67]

Energy coefficient A𝑔
𝐶 7.82 ×101 eV/nm3 –

A𝑔
𝑂,𝐶𝑂 3.91 ×10−4 eV/nm3 –

Atomic volume Va 9.97 ×10−3 nm3/atom –

The reaction rate constant can be obtained from the slope of this curve.
The Macaw data was fitted to a line, and the effective slope had an
error of 0.5% compared to the analytical one for a mesh refinement
equivalent to 8 elements across the interface width. The error decreases
with increasing mesh refinement and this decrease is consistent with
the theoretical behavior of first-order finite elements.

Fig. 2(c) and (d) show the amount of oxygen and the logarithmic
plot for two different interface widths, to ensure that the results are
independent of the width. We use 𝛿𝑖𝑛𝑡 = 0.5 and 1.0 μm. The two
imulation results overlap, confirming that the oxidation rate predicted
y our phase-field oxidation model is independent of the interface
idth.

.2. Quantification of fiber direction error

In this section, we quantify the error in the average fiber direc-
ion calculated using the artificial heat flux approach by Schneider
t al. [49]. The domain used for this analysis was a 2D 120 × 120 μm
quare with 480 × 480 first-order elements. The fibers were initialized
rom a binary image, and we calculated the angle of the features in
he image. We modeled a case with a 110 μm long fiber fully contained
ithin the domain and one with a long fiber that crossed the domain
oundaries. We created binary images with fibers oriented with angles
f 0◦, 30◦, 45◦, 60◦, and 90◦, and used those to test the accuracy of
he artificial heat flux calculation. In the 2D domain, the fibers were
epresented by rectangles with a thickness of 7 μm. The fibers had an
sotropic thermal conductivity of 6.7×10−4 W/(m K) and the bulk had
n isotropic thermal conductivity one hundred times smaller. The cold
irichlet boundary condition was 1000 K and the hot one was 2000 K

or both the temperature variables.
The error in the angle calculation using the artificial heat flux

pproach is shown in Fig. 3(a). The average error for all cases was
maller than 3◦, though the error was larger with embedded fibers than
ith long fibers. This is because the error was mostly concentrated
t the ends of the fiber, where the heat is entering or leaving. This
bservation is consistent with the findings of Semeraro et al. [68], who
erformed a 3D analysis of the error associated with the artificial heat
lux approach from Schneider et al. [49].

The anisotropic thermal conductivity of the fiber calculated using
he artificial heat flux method has a significant impact on the heat
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Fig. 2. Results of the 1D surface reaction verification. (a) Time evolution of the total amount of C, O, and CO versus time from the phase-field model with 𝛿𝑖𝑛𝑡 = 1.0 μm and
the amount of O from the analytical model. (b) Logarithmic plot of the total amount of O versus time from the phase-field (𝛿𝑖𝑛𝑡 = 1.0 μm) and analytical models. (c) and (d)
Comparison of the results for two different interface widths, 𝛿𝑖𝑛𝑡 = 0.5 and 1.0 μm. The results were independent of the interface width.
transport. We calculated the temperature throughout the domain with
an embedded fiber oriented at 30◦ using an isotropic high thermal con-
ductivity in the fiber and using the anisotropic thermal conductivity,
as shown in Fig. 3(b) and (c), respectively. In the isotropic case, the
temperature throughout the fiber is nearly constant. In the anisotropic
case, heat is only transported easily in the axial direction, resulting in
angled isotherms perpendicular to the axial direction and changing the
temperature profile in the gas around the fiber.

4. Sensitivity analysis

Having verified that our mesoscale fiber oxidation model is func-
tioning correctly, we performed a sensitivity analysis (SA) to under-
stand the impact of the material properties on the oxidation behavior.
This comprehensive analysis simultaneously studied the effect of all
7

the phase-field model parameters. The software DAKOTA [69], which
is developed by the Sandia National Laboratories, was used to carry
out the SA. Latin Hypercube Sampling (LHS) was used to generate
near-random values for the 20 model parameters, following a normal
distribution. A total of 1000 phase-field simulations were carried out
using sampled values for all 20 parameters. For the thermophysical
properties, the mean values were taken from the literature. Table 1
shows the description of each parameter, its mean value, and the refer-
ence literature. Since the actual values for PICA carbon fibers varies
widely with the manufacturing process, similar graphitic structures
were used to narrow the parametric space for the properties. A similar
approach was taken to define the properties of the gaseous phase,
where the thermophysical properties were based on reported values
for oxygen gas. We assumed that the species had the same diffusion
coefficient in the gas, and that C and CO had the same diffusion
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Fig. 3. Investigation of the approach for the anisotropic thermal conductivity. (a) Calculated fiber angle vs. true angle for the embedded and long fiber cases. (b) Temperature
profile with a high isotropic fiber thermal conductivity. (c) Temperature profile with an anisotropic fiber thermal conductivity. The domain size is 120 μm × 120 μm, and the fibers
are 7 μm wide.
coefficients in the fiber. The density of the gas was estimated based on
an ideal gas at 3000 K and 1 atm. We also assume that the parabolic
energy coefficients of O and CO are equal. The standard deviation of
the normal distribution used for each parameter was assumed to be
equal to 10% of the mean values. The reaction rate constant varies
with temperature as shown in Eq. (20), so the pre-factor and activation
energy were independently analyzed in the sensitivity study. At this
stage of our model, the other thermophysical properties were assumed
to be constant with temperature.

The simulation was performed in a cylindrical coordinate system
(referred to as RZ), where the fiber is parallel to the 𝑦-axis. A relatively
small fiber was used to reduce the computational costs associated with
running 1000 phase-field simulations to obtain the SA data. The fiber
had an initial radius of 5 μm and a length of 50 μm, and we used a
diffuse interface width of 0.5 μm resolved with 4 elements. The 2D
RZ domain was 55 μm × 10 μm. The top boundary was open to gas
8

flow in or out, with a Dirichlet boundary condition on the chemical
potential of O and CO equal to zero, maintaining the gas at equilibrium.
The top also had a Dirichlet boundary condition on the temperature,
with a value of 𝑇 = 3000 K, to represent the incoming heat that the
fiber would experience under atmospheric-entry conditions. A zero-flux
boundary condition was set for all other variables and boundaries. The
time step size started at 4.3 s and grew until it reached a value that
had a good numerical performance according to the optimal condition
of converging in 4 non-linear iterations. The system was initialized with
the equilibrium atomic fractions in the fiber and gas.

Fig. 4 shows an example of the microstructure evolution of the fiber
in the RZ coordinate system. The contours represent the outer edge
of the carbon fiber. The rectangular outermost contour is the initial
state of the fiber, and the inner ones are subsequent stages during the
oxidation simulation. The oxidation occurs at the surface, and the sharp
corner from the initial cylindrical shape transforms into a more oblong
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Fig. 4. An example of the fiber oxidation predicted by the axisymmetric simulations
for the SA. The outermost rectangular shape is the initial condition, with subsequent
inner profiles representing later times. The carbon fiber is immersed in pure O gas and
the temperature at the top boundary is fixed at 3000 K. The top boundary is open for
entrance of O and exit of CO. The domain is 55 μm × 10 μm, and the initial fiber is
50 μm long with a radius of 5 μm.

shape whilst the whole fiber becomes thinner. The response of interest
was the time it took for the fiber to disappear, determined by when the
volume fell below a small threshold. We refer to this quantity as the
oxidation time.

Fig. 5(a) presents the sensitivity of the oxidation time to each input
parameter, where the input parameters are described in Table 1. The
sensitivities were obtained by first fitting a linear regression to the
scatter data from the simulation results. The sensitivity is the slope of
the linear fit for the response vs. input parameter. The values were
first normalized to the means of each parameter. Then, the highest
sensitivity was taken to be equal to one and the other sensitivities were
normalized to that absolute value. The sign of the sensitivity indicates
that an increase in the parameter value causes an increase (positive) or
decrease (negative) in the oxidation time.

The reaction-rate pre-factor 𝐾0 and activation energy 𝑄 were by far
the most influential input parameters. They were both many times more
sensitive than all the other parameters, indicating a reaction-limited
behavior. The activation energy was twice as sensitive as the pre-factor,
since the reaction rate depends exponentially on 𝑄 but only linearly on
𝐾0.

The thermal conductivities and reaction energy, which impact the
steady-state temperature profile, were the next most sensitive param-
eters, though they were much less sensitive than the reaction rate
parameters and only slightly more sensitive than other parameters. The
thermal conductivity of the fiber, both in the axial and radial directions,
were more sensitive than the gas conductivity and the reaction energy.

The oxidation time was not very sensitive to the specific heats and
densities of the gas and fiber, which impact the transient temperature
behavior. The densities were more sensitive than the specific heats.
The low sensitivities of these parameters indicate that steady state heat
conduction is a reasonable assumption and we use it later in 2D and
3D multiple fiber simulations to reduce the computational cost.

The low sensitivities of the surface energy, diffusion coefficients,
and free energy parameters indicate that the fiber loss during the sim-
ulations is due to the chemical reaction, not energy-driven evolution.
This further indicates our success in developing a model that ensures
reaction-controlled behavior.
9

Having established that the fiber oxidation is dominated by the re-
action rates, we carried out an additional SA to evaluate the importance
of the temperature boundary condition on the top surface. Out of the
full set of parameters varied in the first SA, in this additional SA we
only varied the values of the chemical reaction kinetics, thermal con-
ductivities, and reaction energy. The value of the temperature on the
top boundary was varied with a mean value of 2500 K. Thus, a total of 7
parameters were analyzed, with 770 near-random values sampled from
normal distributions using the LHS technique. All other parameters
were held at their mean values shown in Table 1. The sensitivities were
normalized using the same procedure previously described. Fig. 5(b)
summarizes the sensitivities for this second analysis.

The domain temperature was the most influential parameter, fol-
lowed closely by 𝑄. The sensitivity of 𝐾0 was less than half that of 𝑄.
The high sensitivity of the ablation to the top temperature is expected
since the reaction rate is an exponential function of temperature, as
shown in Eq. (20), like 𝑄.

The thermal conductivities and reaction energy were again much
less sensitive than the parameters related to the reaction rate. Inter-
estingly, their sensitivities did not follow the same trends as seen in
the first SA. The axial thermal conductivity of the fiber was the most
sensitive, then the reaction energy, and the radial and gas thermal
conductivities were the least sensitive. There are two likely causes for
these changes. First, these sensitivities were the slopes of linear fits to
770 data points that did not have clear trends. So, these slopes may not
have been statistically significant. Second, the impact of the thermal
conductivities may have been dependent on the temperature, which
was varied in this SA.

The results from both SAs indicate that for this single fiber in the
presence of oxygen gas, the reaction rate, determined as a function of
𝐾0, 𝑄, and 𝑇 , is the most influential parameter. We do expect other
parameters to be more influential in larger domains, where the porous
carbon fiber substrate hinders the diffusion of reacting species. The
competition between the reactivity of the surface of the fibers and
the diffusion of reactants within the material, which can cause in-
depth oxidation, is likely to be pronounced as reported by previous
works [29,31]. We will explore the oxidation behavior for more fibers
and in both 2D and 3D in the next section.

5. Carbon fiber oxidation by oxygen gas

In this section, we apply our temperature-dependent phase-field
oxidation model to simulate the surface oxidation of multiple fibers.
Ideally, we would compare the simulation results to experimental data.
However, the data available in the literature uses samples that would
be prohibitively large with our model. For example, Panerai et al. [70]
measured the carbon loss in a 22 mm diameter cylindrical slug of
FiberForm that was 22 mm long. Modeling such a large 3D domain
with our phase field model would require on the order of 1 × 1014

elements. Thus, in this work we do not compare with experimental
data, but rather demonstrate the capabilities of the model. If data from
microscale experiments are obtained in the future, our model could be
validated.

We demonstrate the capabilities of our phase field model by first
simulating the oxidation of multiple carbon fibers in 2D both under a
temperature gradient and with an incoming heat flux. Next, we simu-
late the oxidation of 3D cylindrical carbon fibers under a temperature
gradient.

To estimate the temperatures to use in the simulations, we turn
to reported temperatures for previous missions and experiments. Star-
dust’s probe experienced heat fluxes as high as 1100 W/cm2 [2]. Early
experiments at 570 W/cm2 recorded an in-depth temperature above
3000 K at approximately 1.22 cm within the sample [5]. For the Mars
Science Laboratory capsule that took the rover Curiosity to Mars, the
heat shield had advanced instrumentation that recorded temperatures
on the order of 1500 K [71]. From these findings, it seems appropriate
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Fig. 5. Sensitivity of the oxidation time with respect to each model parameter. (a) shows the results of the SA with all thermophysical properties and model parameters at
a constant temperature of 3000 K. The reaction rate constant parameters are colored yellow, the thermal conductivities and reaction energy are colored red, the specific heat
and densities are purple, the surface energy is green, the diffusion coefficients are blue, and the free energy parameters are orange. The most impactful parameters were those
associated with the reaction rate constant. (b) shows the results from the second SA, where the domain temperature was included with the physical parameters for heat transport.
The temperature was the most impactful parameter, followed by the activation energy.
to chose a top temperature of 3000 K. To estimate the gradient across
the mesoscale domain, we analyzed reported in-depth temperatures
from the work of Weng and Martin [27]. For a 1D analysis at a fixed
surface temperature of 1644 K for 60 s, the temperature difference up to
1 cm in the domain was around 800 K. If we assume a linear profile, this
yields a change in temperature of about 1 K per 10 μm as a reasonable
temperature gradient in our carbon fiber oxidation simulations. The
temperature gradient is imposed using Dirichlet boundary conditions
on the top and bottom boundaries. For the 2D heat flux case, we
initialized the system with an uniform temperature equal to 3000 K and
applied two heat flux magnitudes as a Neumann boundary condition
on the top boundary, with values of �̇� = 0.01 W/cm2 and �̇� = 0.1
W/cm2. These values are much lower than the expected heat flux
during an atmospheric entry, which can be up to 1100 W/cm2 [2].
In our mesoscale domain (around 100 μm), we do not account for
all the heat dissipation mechanisms that the PICA TPS has in place
during entry conditions. Therefore, we have to reduce the heat flux to
accommodate for the lack of heat dissipation. In these simulations, the
oxidation happens on the surface of the carbon fibers and consume a
much smaller amount of heat than the complete ablation of the PICA.

According to the results of the SA discussed in Section 4, the
oxidation of the carbon fibers was highly sensitive to 𝐾0 and 𝑄, but not
to the other material properties. Therefore, to simplify the calculation,
we assume that they are constant with temperature and are equal to
the values shown in Table 1 for all simulations in this section.

5.1. 2D simulations

In this section, we demonstrate the carbon fiber oxidation coupled
with heat conduction in 2D with multiple carbon fibers. We begin
with simulations of the fiber oxidation with fixed temperatures on the
top and bottom boundaries for two cases, one with 12 straight fibers
with varying diameters and one with 6 curved fibers with all the same
10
diameter. We then consider two cases with 8 straight fibers and applied
heat fluxes. In all cases, an initial artificial heat flux calculation [49]
was used to determine the local orientation of all the fibers to calculate
the anisotropic thermal conductivity.

We used a 120 × 120 μm domain. The interface width was 1.0 μm
resolved with four elements. The top boundary had a Dirichlet bound-
ary condition for the O and CO chemical potentials that enforced the
equilibrium concentration. A zero-flux boundary condition was set for
all other phase field variables and boundaries.

In the fixed boundary temperature cases, a Dirichlet boundary
condition was applied on the top and bottom boundaries, where the top
temperature was fixed at 3000 K and the bottom at 2988. As discussed
in Section 4, the SA results indicated that transient heat transport had
little impact on the results with fixed temperature boundary conditions,
so we assumed steady-state heat transport to reduce computational
cost. The timestep started at 4.3×10−3 s and reached a maximum
value of 4.3 s. The system was initialized with the equilibrium atomic
fractions in the fiber and gas.

Fig. 6(a) and (d) show the initial fiber structures in gray; the gaseous
region is colored by the initial temperature profile, which decreases
from 3000 K at the top boundary to 2988 K at the bottom. The effect
of the anisotropic thermal conductivity is evident in the surrounding
temperature profile. This is especially evident with the curved fibers in
Fig. 6(d).

Fig. 6(b) and (c) show the oxidation of the straight fibers with
various diameters. The gaseous region is shaded by the atomic fraction
of CO. Initially, the fraction of CO was zero and there was O everywhere
in the system. CO was produced due to the oxidation of the fibers
and then escaped through the top boundary, when possible. Thicker
fibers took a longer time to disappear, since they had more mass to be
consumed. Because diffusion of CO through the fiber is very slow, CO
accumulated below the long thick fiber that spanned the full width of
the domain. When this fiber got thinner, diffusion was facilitated and
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Fig. 6. Results from the 2D multiple fiber oxidation simulations in a 120 × 120 μm domain. (a)–(c) show the evolution of the straight fiber structure over time, starting at the
initial condition (IC). (d)–(f) show the evolution of the curved fibers. (g) shows the evolution of the fiber area fraction over time for the straight and curved fibers. In (a)–(f), the
fibers are shown in gray; in the IC, the gas phase is colored by the temperature; in the subsequent images, the gas phase is colored by the fraction of CO.
eventually the CO was able to escape the system from the top boundary.
The maximum fraction of CO achieved during the simulation time is
shown as the maximum value in the colorbar. Fig. 6(e) and (f) show
the oxidation of the curved fibers. Again, CO accumulated below the
fiber that spanned the full domain width. Once it disappeared, all of the
CO could escape. The maximum CO achieved was lower than with the
straight fibers, likely because there were fewer fibers so less oxidation
took place.

Fig. 6(g) shows the time evolution of the area fraction of the carbon
fibers during the simulations. The straight fiber case had a higher initial
area fraction of fiber than the curved fiber case, and therefore it took
longer to oxidize. In both cases, the slope of the constant area fraction
with time was fairly constant through most of the oxidation but slowed
when the fibers were very thin. The slopes were similar, even though
the straight-fiber case had more fibers and thus more C to react.

The oxidation happened similarly in both cases. Initially, O was
present throughout the domain and there was no CO. The O reacted
with C at the surface of the fibers, eating away at the fibers and
producing CO. The CO diffused through the domain and escaped out
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the top boundary. More O diffused down from the top boundary,
replenishing the concentration and allowing the oxidation reaction to
continue. Due to the high gas diffusion coefficients the concentration
gradients in open regions were very small. Both cases included a long
fiber that crossed the domain, cutting off the lower region that could get
depleted of reactants. Thus, fibers below the long fiber reacted with the
available oxygen, but the oxidation was then limited by the diffusion
of oxygen through the long fiber. For this reason, the fibers below
the long fiber oxidized slower than those above. When the long fiber
was consumed, O again reached the lower fibers and their oxidation
accelerated. This phenomenon was exaggerated due to our 2D domain,
but a less pronounced behavior could occur in 3D if a structure had
reduced gas flow.

In the previous simulations with fixed temperatures on the top
and bottom boundaries, the domain temperature was fairly constant.
For this next case, we applied a heat flux at the top boundary and
thermally insulated the other boundaries. The incoming heat flux from
the top boundary caused an increase from the initial temperature of
3000 K. However, the endothermic oxidation reaction absorbs heat.
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Fig. 7. Results from the carbon fiber oxidation simulations for different heat flux conditions in a 120 × 120 μm domain. (a)–(c) show the evolution of the fibers under a heat
flux of �̇� = 0.01 W/cm2, starting at the IC. (d) and (e) show the evolution of the fibers under a heat flux of �̇� = 0.1 W/cm2. (f) shows the evolution of the fiber area fraction with
time. (g) shows the evolution of the average domain temperature over time.
We analyzed the competition between the incoming heat flux and
the heat absorbed by the oxidation by comparing the behavior from
the two heat flux values discussed above (�̇� = 0.01 W/cm2 and �̇� =
0.1 W/cm2). The microstructure is composed of 8 carbon fibers of
a diameter of approximately 7 μm in a 120 × 120 μm domain. The
boundary conditions for the phase field variables were identical to
those used in the previous simulations. To fully capture the competition
of the incoming heat flux with the endothermic reaction heat sink, we
modeled the transient heat conduction.

Fig. 7(a)–(c) present the time evolution of the lower heat flux
case, where �̇� = 0.01 W/cm2, starting from the initial condition. The
gas phase is colored by the temperature, which decreases with time
until the fibers are very thin. Fig. 7(d)–(e) show the evolution of the
microstructure under the higher heat flux, �̇� = 0.1 W/cm2, where the
temperature increases with time. Fig. 7(f) and (g) show the evolution
of the area fraction and average domain temperature with time. The
higher heat flux caused a sharper and more linear decrease in the area
fraction due to a slow increase in the average domain temperature.
Since the reaction rate is a function of temperature, it increased with
the increasing temperature, accelerating the oxidation. The lower heat
12
flux had a slower decrease in the area fraction, since the temperature
decreased and slowed the oxidation. The domain temperature and
oxidation rate stayed constant after around 1000 s and the area then
decreased linearly until the fibers began to disappear.

For the higher heat flux (�̇� = 0.1 W/cm2), the average domain
temperature increased linearly until the fibers began to disappear. For
the lower flux (�̇� = 0.1 W/cm2), the temperature decreased and then
held constant until the fibers begin to disappear. In both cases, there
was a decrease in the temperature when the fibers began to disappear,
caused by the increased access of O to C in the very thin fibers.
This resulted in an increase in oxidation and more heat absorption.
Once the carbon fibers disappeared, the domain temperature increased
sharply due to the lack of heat dissipation from oxidation, the constant
incoming heat flux from the top boundary, and the zero heat flux
at the other boundaries. This final increase in the average domain
temperature demonstrated that the endothermic reaction enthalpy is
a key aspect of heat protection in the PICA TPS. Also, because our
oxidation model is fully coupled with heat conduction, it can capture
the close connection between the oxidation and the temperature.
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Fig. 8. Results from the 3D multiple fiber oxidation simulations in a 100 × 100 × 100 μm domain. (a)–(c) show the evolution of 10 cylindrical carbon fibers over time, starting
at the IC. (d)–(f) show the evolution of 18 fibers initially in contact. (g) shows the evolution of the fiber volume fraction with time for the two cases. In (a)–(g) the fibers are
shown with contours drawn at values of 𝜂𝑓 = 0.1 and 0.9 and colored by the temperature.
5.2. 3D simulations

In this section, we show simulations of the fiber oxidation and heat
transport for two 3D cases. The 3D simulations present a more realistic
fiber configuration and transport conditions since the gas and heat
can transport around the fibers; however, they are also much more
computationally expensive. We considered straight cylindrical fibers
dispersed in a 100 × 100 × 100 μm domain. The fibers had an initial
radius of 5 μm, and their length and orientation varied. The diffuse
interface width was 2.0 μm resolved with 4 elements. The first case had
10 fibers dispersed throughout the domain such that they are not in
contact; the second had 18 fibers that are in contact. The boundary
conditions were similar to those in the 2D simulations, with fixed O
and CO concentrations on the top boundary. The top boundary had a
Dirichlet boundary condition of 𝑇 = 3000 K and the bottom surface 𝑇 =
2990 K. The timestep size varied the same as in the 2D simulations and
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the system was again initialized with the equilibrium atomic fractions
in the fiber and gas.

Fig. 8(a)–(f) present the time evolution of the 3D carbon fibers
during the oxidation process. The fibers are shown with 3D contours
drawn at values of 𝜂𝑓 = 0.1 and 0.9 that are colored by the local
temperature. The oxidation occurred on the surface of the fibers, so
they grew thinner and shorter with time until they disappeared. The
evolution of the 10 fibers is shown in Fig. 8(a)–(c) and of the 18 fibers
is shown in Fig. 8(d)–(f). Fig. 8(g) shows the time evolution of the
volume fraction of the carbon fibers. Note that when fibers intersect
a domain boundary at an angle, the order parameters evolve such
that the fibers meet the boundary at a right angle due to the no-flux
boundary conditions. This results in some thickening of the fibers at
the boundaries.

As shown in Fig. 8(a)–(f), the oxidation behavior in the 3D sim-
ulations was similar to what was seen in the 2D simulations. O was
consumed as it reacted with C at the surface of the fibers, producing



Computational Materials Science 204 (2022) 111156M. Sessim et al.

S
L
C
a
C
e
S

CO. The fibers shrank due to this reaction. CO transported to the top
boundary and left the domain; new O entered at the top boundary.
The flow of the gas was easier in the 3D domain, such that no O
depletion occurred. The primary difference between the 10 and 18 fiber
cases was that in the 18 fiber case the contact area between fibers was
slower to oxidize. After the bulk of the fibers was consumed, dispersed
fragments of the carbonaceous structure were left from the contact
regions. These small pieces would normally spallate and be removed by
the gas flow around the capsule during an atmospheric entry. However,
since spallation is not included in the model, these regions remained
and continued to oxidize.

The initial reduction in volume fraction was faster in the 18 fiber
case than in the 10 fiber case, as shown in Fig. 8(g). This is because
more C was exposed to O with 18 fibers than with 10, allowing faster
consumption of the fibers. Since the flow of O was unimpeded, these
reactions continued unabated such that the two cases reached a zero
fiber volume fraction at about the same time. This is different than
what occurred in the 2D cases, in which the change in the fiber area
fraction was fairly independent of the number of fibers and the curved
case with fewer fibers reached a zero area fraction much sooner than
the straight-fiber case. This is likely because the reactions lower in the
domain were deprived of oxygen in the 2D simulations but not in the
3D, and because the fibers were only exposed to O on their top and
bottom faces in 2D but they were exposed from all directions in 3D.

6. Conclusions

In this paper, we presented a novel mesoscale phase-field oxida-
tion model that is coupled with heat conduction. The multiphysics
model captures the loss of fiber volume that is driven by temperature-
dependent chemical reaction kinetics. The phase-field model equations
are solved simultaneously with the heat conduction equations using the
MOOSE Framework in the new Macaw application.

The model was verified against a novel analytical solutions for
surface reactions. The model results are independent of the interface
width and have a great agreement with the analytical model. For a
mesh refinement equivalent to 8 elements over the interface width, the
error in the oxidation rate is less than 0.5%.

A SA of the model parameters and thermophysical properties re-
vealed that the reaction rate pre-factor, activation energy, and the
surface temperature were by far the most sensitive parameters. This
indicated that the model was indeed dominated by the reaction kinet-
ics, as intended. The low sensitivity of the specific heats and densities
indicated that the heat transport could be assumed to be at steady state.

The model capabilities were demonstrated for 2D and 3D simula-
tions of the oxidation of multiple carbon fibers dispersed in oxygen
gas. The oxidation of carbon fibers exposed to gas is relevant to the
outermost region of the PICA TPS. Thicker fibers were shown to be
consumed slower than thinner fibers. It was also shown that the fibers
far from the top surface were starved of oxygen in 2D but not in
3D, since in 3D the oxygen could flow around the fibers. Thus, the
model is able to account for the impact of gas flow on the oxidation
behavior. Moreover, it was demonstrated that the coupled oxidation
with heat conduction captures changes in the domain temperature over
time that are caused by the competition of the incoming heat flux
and the endothermic reaction enthalpy. The change in the domain
temperature impacts the reaction rate, which causes a feedback effect
on the temperature.
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Appendix A. Grand-potential formulation for the dilute solution
and parabolic free energy models

In this appendix, we summarize the derivations of the grand-
potential densities and model equations from the dilute solution model
and the parabolic free energy. This derivation has been shown for a
binary system by Plapp [40] and for a multicomponent multiphase
system by Aagesen et al. [39].

To obtain the grand-potential densities for our model, we apply
the Legendre transformation (Eq. (9)) to the free energy density. The
atomic fraction is calculated using Eq. (3), which yields the relationship
between the chemical potential and the atomic fraction. Since the
atomic fraction and the number density are related by the atomic vol-
ume (Eq. (2)), we can derive the number density in terms of the chem-
ical potential. Finally, the susceptibility is the derivative of the number
density with respect to the chemical potential, i.e. 𝜒𝑖 ≡ 𝜕𝜌𝑖∕𝜕𝜇𝑖 [40],
and is used in the next section to define the evolution of the chemical
potential.

The grand-potential density in the fiber phase 𝑓 becomes

𝜔𝑓 =𝑓𝑓
𝑚𝑖𝑛 −

𝜇C
𝑉𝑎

−
𝑘𝐵𝑇
𝑉𝑎

[

exp

(

−𝜇C − 𝐸𝑓
𝑣

𝑘𝐵𝑇

)

+ exp

(

𝜇O − 𝐸𝑓
O

𝑘𝐵𝑇

)

+ exp

(

𝜇CO − 𝐸𝑓
CO

𝑘𝐵𝑇

)]

.

(A.1)

The number densities of each species (C, O, and CO) are

𝜌𝑓𝐶 = −
𝜕𝜔𝑓

𝜕𝜇C
= 1

𝑉𝑎

[

1 − exp

(

−𝜇C − 𝐸𝑓
𝑣

𝑘𝐵𝑇

)]

, (A.2)

𝜌𝑓O = −
𝜕𝜔𝑓

𝜕𝜇O
= 1

𝑉𝑎
exp

(

𝜇O − 𝐸𝑓
O

𝑘𝐵𝑇

)

, (A.3)

𝜌𝑓CO = −
𝜕𝜔𝑓

𝜕𝜇O
= 1

𝑉𝑎
exp

(

𝜇CO − 𝐸𝑓
CO

𝑘𝐵𝑇

)

, (A.4)

and the corresponding susceptibilities are

𝜒𝑓
C =

𝜕𝜌𝑓C
𝜕𝜇C

= 1
𝑘𝐵𝑇𝑉𝑎
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(
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𝐶
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, (A.5)
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= 1
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O
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𝜒𝑓
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𝜕𝜌𝑓CO
𝜕𝜇CO

= 1
𝑘𝐵𝑇𝑉𝑎
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(

𝜇CO − 𝐸𝑓
CO

𝑘𝐵𝑇
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. (A.7)
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The grand-potential density in the gas phase 𝑔 becomes

𝜔𝑔 =𝑓 𝑔
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(A.8)

The number density and susceptibility of each species (𝑖 = C, O, and
CO) become

𝜌𝑔𝑖 = −
𝜕𝜔𝑔

𝜕𝜇𝑖
=

𝜇𝑖
𝑉 2
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𝑖
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𝜕𝜇𝑖

= 1
𝑉 2
𝑎 𝐴

𝑔
𝑖
. (A.10)

Appendix B. Analytical model derivation

Here, we derive our analytical model for the surface oxidation of the
1D carbon fiber with a diffuse surface. The 1D domain has a length of
2𝑠0. The carbon fiber is on the left of the domain and the open gaseous
region is on the right. We assume that there is an infinite source of C on
the left boundary and that the diffusion of C from the boundary to the
fiber surface is very fast, such that the carbon fiber does not change
during oxidation. The right boundary is closed and there is a finite
amount of O in the system that will be consumed during oxidation.
We also assume that the transport of the gaseous species is very fast.

We assume that the atomic fraction of C and O follow hyperbolic
tangent profiles of the form

𝑥C(𝑠) =
1
2

[

1 − tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

, (B.1)

𝑥O(𝑠) =
𝑥𝑔O
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

, (B.2)

where 𝑥𝑔𝑂 is the atomic fraction of O in the gaseous region, 𝑠 is the
position variable in the 1D domain, and 𝛿𝑥 is the interfacial width of the
atomic fractions. 𝑥𝐶 = 1 in the fiber and 0 in the gaseous region; 𝑥𝑂 = 0
in the fiber and 𝑥𝑔𝑂 in the gaseous region. Note that 𝛿𝑥 = 𝑏𝛿𝑖𝑛𝑡, where
𝑏 < 1, since 𝛿𝑖𝑛𝑡 from the phase-field model defines the interface width
of the order parameter profiles while 𝛿𝑥 defines the interface width of
the atomic fraction profiles. For the switching function we use in our
model (Eq. (10)), 𝑏 = 0.5.

Because we assume that the fiber does not change during oxidation,
the 𝑥𝐶 profile does not change and the interface center does not move.
Moreover, because we assume that the diffusion of the gaseous species
is fast, the atomic fraction gradients within the gaseous region are zero.
The atomic fraction of oxygen in the gas, 𝑥𝑔𝑂, is uniform throughout
the gas phase and dictates the total amount of oxygen in the system.
Fig. B.9 shows an example of profiles of the atomic fractions of C
and O according to Eqs. (B.1) and (B.2) in a 10 μm 1D domain for
two different interface widths. The quantity 𝑥𝐶𝑥𝑂 > 0 in the surface
region in which the atomic fractions of the reactants are non-zero and
chemical reactions may occur.

Because the O atomic fraction has no gradient within the gaseous
phase, there is no diffusion and the change in the atomic fraction is
defined by Eq. (21). Using the relationship of the number density and
the atomic fraction from Eq. (2), we can rewrite the evolution of the
atomic fraction of oxygen in the gas phase as
𝑑𝑥𝑂
𝑑𝑡

= − �̃�
𝑉𝑎

𝑥𝐶𝑥𝑂 , (B.3)

To simplify our derivations, we combine �̃� and 𝑉𝑎 and assume that the
reaction rate constant has units of 1/s. The total amount of oxygen in
the system

𝑁𝑂 = 𝜌𝑠𝑖𝑡𝑒𝑠 𝑥𝑂𝑑𝑠, (B.4)
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Fig. B.9. C and O atom fraction profiles assumed for the 1D analytical model of surface
oxidation, as defined in Eqs. (B.1) and (B.2). The solid lines are plotted with 𝑥𝑔𝑂 = 0.8,
𝛿𝑥 = 2 μm, and 𝑠0 = 5 μm. The product 𝑥𝐶𝑥𝑂 is also shown in green, which represents
the surface region where chemical reactions occur. The dashed lines represent the
atomic fraction profiles for a thinner diffuse interface width 𝛿𝑥 = 1 μm. The reaction
area for the thinner interface width is smaller than the original area, which means that
less material will be removed in a same amount of time if the reaction rate constant
is not normalized.

where 𝜌𝑠𝑖𝑡𝑒𝑠 is the number density of sites. In 3D, the density of sites is
simply the inverse of the atomic volume. To adjust this value for 1D,
we assume that each atom in our lattice is in the center of a cube with
side length 𝑙𝑎, where the value of 𝑙𝑎 is equal to 3

√

𝑉𝑎. Therefore, the 1D
density of sites becomes 1/𝑙𝑎 in units of atom/𝑚, such that

𝑁𝑂 = 1
𝑙𝑎 ∫ 𝑥𝑂𝑑𝑠, (B.5)

Recalling that the generalized diffusion equation conserves mass,
and the boundaries are closed, we can describe the total change in
oxygen by integrating Eq. (B.3) over the domain,

∫
𝑑𝑥𝑂
𝑑𝑡

𝑑𝑠 = −∫ �̃�𝑥𝐶𝑥𝑂𝑑𝑠. (B.6)

Substituting in the atomic fraction profiles from Eqs. (B.1) and (B.2),
we obtain

∫
𝑑
𝑑𝑡

(

𝑥𝑔𝑂
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
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)

𝑑𝑠 =

− ∫ �̃�
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1
2

[

1 − tanh
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2(𝑠 − 𝑠0)
𝛿𝑥

)])

(

𝑥𝑔𝑂
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

)

𝑑𝑠.

(B.7)

𝑥𝑔𝑂 is the only quantity that changes with time, so we pull the time
derivative out of the integral on the left-hand side of Eq. (B.7) to obtain
a complete formulation of the time derivative of the atomic fraction of
oxygen in the gas phase,
𝑑𝑥𝑔𝑂
𝑑𝑡 ∫

1
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

𝑑𝑠 =

− �̃�𝑥𝑔𝑂 ∫
1
2

[

1 − tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

1
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

𝑑𝑠.
(B.8)

Our objective is to solve Eq. (B.8) for 𝑥𝑔𝑂, which is a function of
time. We can define a constant 𝐴𝑠 to simplify Eq. (B.8),

𝐴𝑠 =
∫

1
2

[

1 − tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

1
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

𝑑𝑠

∫
1
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

𝑑𝑠
. (B.9)

The factor 𝐴𝑠 (Eq. (B.9)) can be solved analytically and simplified even
further. We start by simplifying the numerator to get

𝐴𝑠 =
∫

1
4

[

1 − tanh2
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

𝑑𝑠

1
[

1 + tanh
(

2(𝑠 − 𝑠0)
)]

𝑑𝑠
. (B.10)
∫ 2 𝛿𝑥
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∫

E

w

a
a

𝑁

R

To solve the numerator integral of Eq. (B.10), we assume that the center
of the interface is at 𝑠 = 0, and integrating from −𝑠0 to 𝑠0 we obtain

𝑠0

−𝑠0

1
4

[

1 − tanh2
(

2𝑠
𝛿𝑥

)]

𝑑𝑠 =
𝛿𝑥
4

tanh
(

2𝑠0
𝛿𝑥

)

. (B.11)

If the domain size is much larger than the interface width, i.e. 2𝑠0 ≫ 𝛿𝑥,
q. (B.11) can be simplified further to

𝛿𝑥
4

. The denominator integral of
Eq. (B.10) can be simplified in a similar manner; if 2𝑠0 ≫ 𝛿𝑥,

∫

𝑠0

−𝑠0

1
2

[

1 + tanh
(

2𝑠
𝛿𝑥

)]

𝑑𝑠 = 𝑠0. (B.12)

The constant 𝐴𝑠 can be now rewritten by substituting Eqs. (B.11) and
(B.12) into Eq. (B.10) to obtain

𝐴𝑠 =
𝛿𝑥
4𝑠0

. (B.13)

By substituting Eq. (B.13) into Eq. (B.8), we obtain a simplified expres-
sion for the time derivative of the oxygen atomic fraction

𝑑𝑥𝑔𝑂
𝑑𝑡

= −
𝛿𝑥
4𝑠0

�̃�𝑥𝑔𝑂 . (B.14)

The integration of Eq. (B.14) yields the time evolution of the atomic
fraction of oxygen in the gas phase

𝑥𝑔𝑂 = 𝑥𝑔,0𝑂 exp
(

−
𝛿𝑥
4𝑠0

�̃�𝑡
)

, (B.15)

here 𝑥𝑔,0𝑂 is the initial fraction of oxygen in the gas phase.
With an expression for 𝑥𝑔0 , we can now obtain a value for total

mount of oxygen in the system with time. By substituting Eqs. (B.2)
nd (B.15) into Eq. (B.5), we obtain

𝑂(𝑡) =
1
𝑙𝑎
𝑥𝑔,0𝑂 exp

(

−
𝛿𝑥
4𝑠0

�̃�𝑡
)

∫

𝑠0

−𝑠0

1
2

[

1 + tanh
(

2(𝑠 − 𝑠0)
𝛿𝑥

)]

𝑑𝑠. (B.16)

The spatial integral in Eq. (B.16) is identical to the one in Eq. (B.12)
and can be solved under the same assumptions. We finally arrive at an
analytical equation that predicts the time evolution of the total amount
of oxygen atoms due to the surface reaction in a 1D system with a half
volume of reactant solid and gas:

𝑁𝑂(𝑡) =
1
𝑙𝑎
𝑠0𝑥

𝑔,0
𝑂 exp

(

−
𝛿𝑥
4𝑠0

�̃�𝑡
)

. (B.17)

The influence of the interface width on the oxygen consumption is clear
in Eq. (31). When �̃� = 𝐾∕𝛿𝑥, this dependence on 𝛿𝑥 drops out.
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